# R-convexity in R-vector spaces 

Ali Ebrahimi Meymand ${ }^{1}$ and Azadeh Alijani ${ }^{1 *}$ ©

*Correspondence: alijani@vru.ac.ir Department of Mathematics, Vali-e-Asr University of Rafsanjan, PO Box 518, Rafsanjan, Iran


#### Abstract

In this paper, for every relation $R$ on a vector space $V$, we consider the $R$-vector space $(V, R)$ and define the notions of $R$-convexity, $R$-convex hull, and $R$-extreme point in this space. Some examples are provided to compare them with the reference cases. The effects of some operations on $R$-convex sets are investigated. In particular, it is shown that the $R$-interior of an $R$-convex set is also an $R$-convex set under some restrictions on $R$. Also, we give some equivalent conditions for $R$-extremeness. Moreover, the notions of $R$-convex and $R$-affine maps on $R$-vector spaces are defined, and some results that assert the relation between an $R$-convex map $f$ and its $R$-epigraph under some limitations on $R$ are considered. Several propositions, such as $R$-continuous maps preserve $R$-compact sets and $R$-affine maps preserve $R$-convex sets, are presented, and some results on the composition of $R$-convex and $R$-affine maps are considered. Finally, some applications of $R$-convexity are investigated in optimization. More precisely, we show that the extrema values of $R$-affine $R$-continuous maps are reached on $R$-extreme points. Moreover, local and global minimum points of an $R$-convex map $f$ on $R$-convex set $K$ are considered.
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## 1 Introduction and preliminaries

Various generalizations of the classical concept of a convex function have been introduced, especially during the second half of the twentieth century. These generalizations have been explored in various fields, such as economics, engineering, statistics, and applied sciences, and they have provided interesting results in several branches related to mathematics such as convex analysis, nonlinear optimization, linear programming, geometric functional analysis, control theory, and dynamical systems; see for example [2, 13, 21], and the references therein. Recently, the extensions of convexity have been considered by many researchers. For example, Nikoufar et al. studied convexity in various branches of pure and applied mathematical areas $[3,18,25]$. Also, we refer the readers to $\eta$-convexity and coordinate convexity [9, 27, 37]; GA-convexity and GG-convexity [15, 20, 39]; s-convexity [1]; preinvexity [35]; strong convexity [29, 30, 38]; quasi-convexity [32]; Schur convexity [28, 34]; and pseudo-convexity [24]. Also, see the following recent related references: [12, 19, 31], and [36].
Over the last forty years, another type of extension of convexity, in which the convex coefficients need not commute with each other, has been considered. Examples include

[^0]$C^{*}$-convexity [22,23], matrix convexity and operator convexity $[8,33]$, and the extension of $C^{*}$-convexity to $*$-rings [4-6], and [7]. The basic concepts of convex analysis can be seen in [26] and [14].
Recently, the notions of orthogonal metric spaces and metric spaces with relation have been considered by many researchers [10, 16, 17], and [11]. In [16], the authors introduced $R$-metric spaces and studied some of the properties of these spaces. We recall some notions and some notations as follows.
Suppose that $(M, d)$ is a metric space and $R$ is a relation on $M$. Then the triple ( $M, d, R$ ) or in brief $M$ is called an $R$-metric space. An $R$-sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in an $R$-metric space $M$ is a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ such that $x_{n} R x_{n+k}$ for each $n, k \in \mathbb{N}$, and $R$-sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ is said to converge to $x$ if, for every $\varepsilon>0$, there is an integer $N$ such that $d\left(x_{n}, x\right)<\varepsilon$ for every $n \geq N$. In this case, we write $x_{n} \xrightarrow{R} x$, and the $R$-sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $M$ is said to be an $R$-Cauchy sequence if, for every $\varepsilon>0$, there exists an integer $N$ such that $d\left(x_{n}, x_{m}\right)<\varepsilon$ for $n \geq N$ and $m \geq N$. It is clear that $x_{n} R x_{m}$ or $x_{m} R x_{n}$.
Also, the concepts of open and closed sets are defined in these spaces. For $E \subseteq M$, the element $x \in M$ is called an $R$-limit point of $E$ if there exists an $R$-sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $E$ such that $x_{n} \neq x$ for all $n \in \mathbb{N}$ and $x_{n} \xrightarrow{R} x$. The set of all $R$-limit points of $E$ is denoted by $E^{\prime R}$, and the set $E$ is $R$-closed if $E^{\prime R} \subseteq E$. Precisely, the $R$-closure of $E$ is the set $\bar{E}^{R}=E \cup E^{\prime R}$. For $E \subseteq M$, if $E^{c}$ is $R$-closed, then $E$ is said $R$-open and $E$ is called $R$-compact if every $R$-sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $E$ has a convergent subsequence in $E$. The element $x \in E$ is an $R$ interior point for $E$ if, for every $R$-sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ such that $x_{n} \xrightarrow{R} x$, there exists $N \in \mathbb{N}$ such that $x_{n} \in E$ for every $n \geq N$. The set of all of $R$-interior points of $E$ is denoted by $R-\operatorname{int}(E)$.

The map $f: M \rightarrow M$ is said to be $R$-continuous at $x \in M$ if, for every $R$-sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $M$ that $x_{n} \xrightarrow{R} x$, we have $f\left(x_{n}\right) \xrightarrow{R} f(x)$. Also, $f$ is said to be $R$-continuous on $M$ if $f$ is $R$-continuous at each $x \in M$.

The paper is organized as follows. We continue this introductory section with a review of the basic definitions and notations of relative metric spaces, i.e., metric spaces equipped with relations, that are needed for the next sections.
In Sect. 2, we first define the notions of $R$-vector space, vector space equipped with relation, and $R$-convexity in these spaces. After giving some examples that distinct the notions of convexity and $R$-convexity in general, the effect of some operations on $R$-convex sets is investigated. More precisely, we show that the $R$-interior of an $R$-convex set is $R$ convex under certain constraints on $R$.

Section 3 is devoted to studying $R$-extreme points, which are the relative extreme points of $R$-convex sets. After defining this notion and giving some examples, we prove that every extreme point is an $R$-extreme point, but the reverse is not necessarily true. Next, we define the $R$-convex hull of the sets and set some conditions that for $R$-convex set $W$, $R-\operatorname{co}(W)=W$. In the main theorem of this section, we give several equivalent conditions for $R$-extremeness, and in the last example of this section, we show that generally, the Krein-Milman type theorem does not hold. It seems that one can deduce a KreinMilman type result for $R$-convex $R$-compact sets by putting additional restrictions on the relation $R$.
In Sect. 4, we introduce the notions of $R$-convex maps and $R$-affine maps on $R$-vector spaces. In classical convexity, $f$ is a convex function if and only if the epigraph of $f$ is a convex set. In this section, we prove such a result for $R$-convex maps, and then some
corollaries of this theorem will be given. In continuation, by putting additional conditions on the relation $R$, we prove several propositions which assert that $R$-continuous maps take $R$-compact sets to $R$-compact sets, and $R$-affine maps preserve $R$-convexity. Also, the composition of an $R$-affine map and a preserving $R$-affine map is $R$-affine, and the composition of an increasing $R$-convex map and a preserving $R$-convex map is also an $R$-convex map.

The presented results in this manuscript make powerful tools for important applications in optimization theory. Finally, we concentrate on some applications of $R$-convexity in the optimization theory. More precisely, we show that the $R$-affine $R$-continuous maps take their extreme values on $R$-extreme points. Moreover, for an $R$-convex map $f$ on $R$-convex set $K$, the set of all elements of $K$ on which $f$ takes its minimum is an $R$-convex set, and in $R$-vector metric space $M$, every local minimum $x_{0}$ of $f$ is a global minimum of $f$ on the set $\left[x_{0}\right]_{R} \cap K$, where $\left[x_{0}\right]_{R}=\left\{x \in M ; x_{0} R x\right\}$. Furthermore, if $R$ is an equivalence relation with an additional condition, then for the global maximum $x_{0}$ of $f, f$ is constant on $\left[x_{0}\right]_{R} \cap K$.

## 2 R-convex sets

In [10, 16], and [11], the authors considered some spaces with relations to them and obtained important and interesting results. It seems that these properties are independent of the relation and this fact was not considered. This section is devoted to preliminaries of $R$-vector spaces that are needed to study the $R$-convexity property for sets. Some examples are considered to clarify the contents.

Definition 2.1 Let $R$ be a relation on a vector space $V$. Then $V$ (or the pair $(V, R)$ ) is called to be an $R$-vector space.

In [16], the authors introduced $R$-convex sets for $R$-metric space $\mathbb{R}^{k}$. We recall this notion for an $R$-vector space as follows.

Definition 2.2 A subset $W$ of an $R$-vector space $V$ is said to be $R$-convex if $\lambda w_{1}+(1-$ $\lambda) w_{2} \in W$ whenever $w_{1}, w_{2} \in W, w_{1} R w_{2}$, and $0<\lambda<1$. In this case, the combination $\lambda w_{1}+$ $(1-\lambda) w_{2}$ is called an $R$-convex combination of two elements $w_{1}$ and $w_{2}$.

The following remark and examples illustrate the relation between two notions "convexity" and " $R$-convexity".

Remark 2.3 Every convex set $W$ in an $R$-vector space $V$ is an $R$-convex set. However, the reverse of the result is not true.

Example 2.4 Suppose that $V=\mathbb{R}$ and $R$ is the equality relation on $V$, and $W=\mathbb{N}$. Then $\mathbb{N}$ is an $R$-convex set, but it is not a convex set.

Example 2.5 Let $V=\mathbb{R}^{2}$ and

$$
W=\left\{(x, y) ; x^{2}+y^{2} \leq 1\right\} \cup\left\{(x, y) ;(x-4)^{2}+y^{2} \leq 1\right\}
$$

and

$$
\left(x_{1}, y_{1}\right) R\left(x_{2}, y_{2}\right) \Longleftrightarrow\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in\left\{(x, y) ; x^{2}+y^{2} \leq 1\right\}
$$

or

$$
\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in\left\{(x, y) ;(x-4)^{2}+y^{2} \leq 1\right\}
$$

Then $W$ is an $R$-convex set but it is not convex.

Example 2.6 Let $V=\mathbb{R}, W=[-2,0) \cup\{2\}$, and

$$
x R y \Longleftrightarrow x, y \leq 0
$$

$W$ is an $R$-convex set, but it is not convex.

Example 2.7 Let $V$ be an $R$-vector space such that $R$ is an equivalence relation. If there exists a $v_{0} \in V$ such that $v_{0} R v$ for all $v \in V$, then $R=V \times V$ and the notions of $R$-convexity and convexity are equivalent. Since for $v_{1}, v_{2} \in V$ we have

$$
v_{0} R v_{1} \text { and } v_{0} R v_{2} \Longrightarrow v_{1} R v_{0} \text { and } v_{0} R v_{2} \Longrightarrow v_{1} R v_{2}
$$

The union and intersection of sets preserve $R$-convexity property. In the next proposition, we investigate these subjects.

## Proposition 2.8 Let $V$ be an $R$-vector space. Then the following statements hold.

i. The intersection of every family of $R$-convex sets in $V$ is also an $R$-convex set.
ii. For every chain of $R$-convex sets $\left\{E_{i}\right\}_{i \in I}$, the set $\bigcup_{i \in I} E_{i}$ is an $R$-convex set.
iii. If $\left\{E_{i}\right\}_{i \in I}$ is a sequence of $R$-convex sets in $V$, then $\lim \sup _{i \in I} E_{i}$ and $\liminf _{i \in I} E_{i}$ are also $R$-convex.

Furthermore, not all properties of convex sets hold for $R$-convex sets, as is illustrated in the following two remarks.

Remark 2.9 The scalar multiplier of a convex set is convex. But it is not true for $R$-convex sets. Assume that $E$ is an $R$-convex set and $\alpha \in \mathbb{C}$. Then the set $\alpha E$ is not necessarily $R$ convex. For example, set $E=(0,1) \cup(2,3)$ and for $x, y \in \mathbb{R}$,

$$
x R y \Longleftrightarrow x, y \in(0,1) \quad \text { or } \quad x, y \in(2,3) .
$$

Hence $E$ is an $R$-convex set, but for $\alpha=\frac{1}{3}$, the set $\alpha E=\left(0, \frac{1}{3}\right) \cup\left(\frac{2}{3}, 1\right)$ is not $R$-convex because

$$
\frac{2}{9} R \frac{7}{9} \quad \text { and } \quad \frac{1}{2} \times \frac{2}{9}+\frac{1}{2} \times \frac{7}{9}=\frac{1}{2} \notin \alpha E .
$$

Remark 2.10 For convex sets $E_{1}$ and $E_{2}$, the set $E_{1}+E_{2}$ is also convex. But it is not valid for $R$-convex sets. To see this, let $E_{1}=(0,2) \cup(3,5)$ and $E_{2}=\{-1\}$, and for $x, y \in \mathbb{R}$,

$$
x R y \Longleftrightarrow x, y \in\left(\frac{1}{2}, 3\right) \quad \text { or } \quad x, y \in(3,5) \quad \text { or } \quad x=y=-1
$$

It can be verified that $E_{1}$ and $E_{2}$ are $R$-convex, but the set $E_{1}+E_{2}=(-1,1) \cup(2,4)$ is not $R$-convex because for the numbers $x=\frac{3}{4}$ and $y=2.5, x R y$ and some of their $R$-convex combinations are not in $E_{1}+E_{2}$.

The closure of any convex set is convex. This will be investigated in the following example using an $R$-convex set and its $R$-closure.

Example 2.11 Let $V=\mathbb{R}$ and $E=(0,1) \cup(4,5)$, and

$$
x R y \Longleftrightarrow(0<x, y \leq 4 \text { or } x, y>4), \quad \forall x, y \in \mathbb{R} .
$$

Then $\bar{E}^{R}=[0,1] \cup[4,5]$, which is not $R$-convex.

Remark 2.1 The set of all interior points of a convex set is convex, but this is not true for $R$-convex sets. In other words, the $R$-interior points of any $R$-convex set are not necessarily an $R$-convex set. See the following example as a counterexample.

Example 2.12 Suppose that $M:=\mathbb{R}^{2}, E:=\{(x, 0) \mid-1 \leq x \leq 1\} \subseteq \mathbb{R}^{2}$, and the relation $R$ is defined on $M$ as follows:

$$
(x, 0) R(y, 0) \Longleftrightarrow(x, y \in[-1,0] \text { or } x, y \in[0,1] \text { or } x, y \in\{-1,1\})
$$

and

$$
(x, x) R(y, y), \quad \forall x, y \in \mathbb{R}
$$

Then $E$ is an $R$-convex set. But $R-\operatorname{int}(E)=E-\{(0,0)\}$ is not an $R$-convex set since $(-1,0) R(1,0)$, but

$$
\frac{1}{2}(-1,0)+\frac{1}{2}(1,0)=(0,0) \notin R-\operatorname{int}(E) .
$$

In the following theorem, we provide the conditions to preserve the $R$-convexity from $E$ to $R-\operatorname{int}(E)$.

Theorem 2.13 Let $(M, d, R)$ be an $R$-metric vector space such that $R$ is an equivalence relation on $M$, which has the following properties for every $x, y \in M$ :
i. $x R y \Longrightarrow x R(\lambda x+(1-\lambda) y), \forall \lambda ; 0<\lambda<1$.
ii. If $x_{n} \xrightarrow{R} x$ and $y R x$, then $y R x_{n}(\forall n \geq N)$ for some $N \in \mathbb{N}$.

Then the $R$-convexity of $E \subseteq M$ implies that $R-\operatorname{int}(E)$ is also an $R$-convex set.

Proof Suppose that $E$ is an $R$-convex set, $x, y \in \operatorname{int}(E), x R y$, and $\lambda \in(0,1)$. We must show that $z:=\lambda x+(1-\lambda) y \in R-\operatorname{int}(E)$. Let $\left\{z_{n}\right\}$ be an arbitrary $R$-sequence in $M$ such that $z_{n} \xrightarrow{R} z$. The set $E$ is $R$-convex, so $x R y$ implies that $z \in E$. Using condition $\mathrm{i}, x R y$ implies that $x R z$, and hence $y R z$ (since $R$ is an equivalence relation).
On the other hand, since $z_{n} \xrightarrow{R} z$ and $x R z$, by using condition ii, we conclude that $x R z_{n}$, $\left(\forall n \geq N_{1}\right)$, and hence $y R z_{n}\left(\forall n \geq N_{1}\right)$ for some $N_{1} \in \mathbb{N}$. For each $m \in \mathbb{N}$, put

$$
x_{n, m}:=\frac{1}{m} z_{n}+\left(1-\frac{1}{m}\right) x, \quad y_{n, m}:=\frac{1}{m} z_{n}+\left(1-\frac{1}{m}\right) y .
$$

Then, for each $n \geq N_{1}$, in view of condition i , we have $x R x_{n, m}$ and $y R y_{n, m}$ for all $m \in \mathbb{N}$. Since $R$ is an equivalence relation on $M$, we can conclude from $x R x_{n, m}(\forall m \in \mathbb{N})$ that
$\left\{x_{n, m}\right\}_{m=1}^{\infty}$ is an $R$-sequence in $M$, and $x_{n, m} \xrightarrow{R} x$ as $m \rightarrow \infty$. Similarly, $y R y_{n, m},(\forall m \in \mathbb{N})$ implies that $\left\{y_{n, m}\right\}_{m=1}^{\infty}$ is an $R$-sequence in $X$, and $y_{n, m} \xrightarrow{R} y$ as $m \rightarrow \infty$. Thus, there are positive integers $M_{1}$ and $M_{2}$ such that $x_{n, m} \in E, \forall m \geq M_{1}$, and $y_{n, m} \in E, \forall m \geq M_{2}$. By taking $M_{0}=\max \left\{M_{1}, M_{2}\right\}$, for each $m \geq M_{0}$, we have

$$
\alpha x_{n, m}+(1-\alpha) y_{n, m} \in E, \quad(0<\alpha<1),
$$

and furthermore, we have

$$
\lambda x_{n, m}+(1-\lambda) y_{n, m} \in E, \quad \forall m \geq M_{0} .
$$

Therefore, for all $m \geq M_{0}$, we conclude that

$$
\begin{aligned}
w & :=\frac{1}{m} z_{n}+\left(1-\frac{1}{m}\right) z \\
& =\frac{1}{m} z_{n}+\left(1-\frac{1}{m}\right)(\lambda x+(1-\lambda) y) \\
& =\lambda\left(\frac{1}{m} z_{n}+\left(1-\frac{1}{m}\right) x\right)+(1-\lambda)\left(\frac{1}{m} z_{n}+\left(1-\frac{1}{m}\right) y\right) \\
& =\lambda x_{n, m}+(1-\lambda) y_{n, m} \in E .
\end{aligned}
$$

Finally, if $d\left(z_{j}, z\right)<d(w, z)$ then $z_{j} \in E$, which implies that $z \in R-\operatorname{int}(E)$, and the proof is completed.

## 3 R-extreme points

In this section, we define $R$-extreme point concept for an $R$-convex subset in $R$-vector spaces. Also, we define $R$-convex hull of the sets in $R$-vector spaces. The main results of this section are presented in Proposition 3.9 and Theorem 3.10, and some equivalent conditions for $R$-extremeness in the special $R$-vector spaces are obtained.

Definition 3.1 In an $R$-vector space $V$, an $R$-open line segment is a set of the following form:

$$
\left(v_{1}, v_{2}\right):=\left\{\lambda v_{1}+(1-\lambda) v_{2} ; 0<\lambda<1\right\}
$$

for $v_{1}, v_{2} \in V$ such that $v_{1} R v_{2}$. We say that this $R$-open line segment is proper if $v_{1} \neq v_{2}$.

Definition 3.2 Let $W$ be an $R$-convex set in an $R$-vector space $V$. Then a point $w \in W$ is called an $R$-extreme point for $W$ if there is no proper $R$-open line segment that contains $w$ and lies entirely in $W$. The set of all of $R$-extreme points of $W$ is denoted by $R-\operatorname{ext}(W)$.

Remark 3.3 The following statements are valid:
i. For vector space $V$ and $R=V \times V$, the extremeness and $R$-extremeness are equivalent.
ii. Every extreme point of an $R$-convex set is an $R$-extreme point of this set in $R$-vector spaces.

In the following, some examples are given to illustrate the concept of $R$-extreme points and the differences between the extreme points and $R$-extreme points.

Example 3.4 Consider the $R$-vector space $(\mathbb{R}, \leq)$.
i. If $W=[a, b]$, then $\operatorname{ext}(W)=R-\operatorname{ext}(W)=\{a, b\}$.
ii. If $W=(a, b)$, then $\operatorname{ext}(W)=R-\operatorname{ext}(W)=\varnothing$.
iii. In general, in $R$-vector space ( $\mathbb{R}, \leq$ ), a set $W$ is convex if and only if $W$ is $R$-convex and $\operatorname{ext}(W)=R-\operatorname{ext}(W)$.

Example 3.5 Suppose that $V=\mathbb{R}^{2}$ and $R:=A \times A \subseteq \mathbb{R}^{2}$ such that $A=\{(x, y) ; x \leq 0\}$. If $W=\{(x, y) ; y \geq 0\}$, then $W$ is $R$-convex and $\operatorname{ext}(W)=\varnothing$ but $R-\operatorname{ext}(W)=\{(x, y) \in W ; x>$ $0\} \cup\{(0,0)\}$. To see this, assume that $(x, y) \in \mathbb{R}^{2}$ such that $x>0$ and $y \geq 0$, then $(x, y)$ cannot be written as an $R$-convex combination of two points of $W$. Also, if $y>0$, then $(0, y) \notin \mathrm{R}$ $\operatorname{ext}(W)$ because

$$
(0, y)=\frac{1}{2}\left(0, \frac{y}{2}\right)+\frac{1}{2}\left(0, \frac{3 y}{2}\right) .
$$

Example 3.6 Let $V=\mathbb{R}^{2}$ and $W=\left\{(x, y) \in \mathbb{R}^{2} ; y \geq 0\right\}$, and let

$$
\left(x_{1}, y_{1}\right) R\left(x_{2}, y_{2}\right) \Longleftrightarrow x_{1} \leq x_{2} \text { and } y_{1}<y_{2} .
$$

It is well known that $W$ is a convex set and also an $R$-convex set, and $\operatorname{ext}(W)=\varnothing$ but $R-\operatorname{ext}(W)=\{(x, 0) ; x \in \mathbb{R}\}$ because for every $x \in \mathbb{R}$ and $0<\lambda<1$, if

$$
(x, 0)=\lambda(z, w)+(1-\lambda)(t, v) ; \quad(z, w),(t, v) \in W,(z, w) R(t, v),
$$

then $0=\lambda w+(1-\lambda) v$ and $0 \leq w<\nu$, which is a contradiction, and hence $(x, 0)$ cannot be written as an $R$-convex combination of elements of $W$.
Note that if we replace ' $<$ ' with ' $\leq$ ' in the relation $R$, then

$$
R-\operatorname{ext}(W)=\operatorname{ext}(W)=\varnothing
$$

Example 3.7 Assume $V=\mathbb{R}^{2}, W=\left\{(x, y) \in \mathbb{R}^{2} ; x^{2}+y^{2} \leq 1\right\}$, and $A=\left\{(x, y) \in \mathbb{R}^{2} ; x<0\right\}$, and set $R=A \times A$. Clearly, $W$ is a convex set, and so is $R$-convex. We know that $\operatorname{ext}(W)=$ $\left\{(x, y) \in W ; x^{2}+y^{2}=1\right\}$, but $R-\operatorname{ext}(W)$ is different because

$$
R-\operatorname{ext}(W)=\left\{(x, y) \in W ; x^{2}+y^{2}=1\right\} \cup\{(x, y) \in W ; x \geq 0\} .
$$

If the relation is replaced with the following relation:

$$
\left(x_{1}, y_{1}\right) R\left(x_{2}, y_{2}\right) \Longleftrightarrow\left(x_{1} \leq x_{2}, y_{1}<y_{2}\right),
$$

then $R-\operatorname{ext}(W)=\operatorname{ext}(W)=\left\{(x, y) \in W ; x^{2}+y^{2}=1\right\}$.

Now, we define the concept of $R$-convex hull of a set, and then we appoint some limitations on the relation $R$, to obtain a necessary and sufficient condition for a set to be an $R$-convex set.

Definition 3.8 Let $W$ be a subset of an $R$-vector space $V$. The $R$-convex hull of $W$ is denoted by $R-\operatorname{co}(W)$ and is defined as follows:

$$
\left\{\sum_{i=1}^{n} \alpha_{i} w_{i} ; 0<\alpha_{i} \leq 1, \sum_{i=1}^{n} \alpha_{i}=1, w_{i} \in W, w_{i} R w_{i+k}, 0 \leq k \leq n-i, n \in \mathbb{N}\right\} .
$$

Moreover, every element of $R-\operatorname{co}(W)$ is said to be an $R$-convex combination of elements of $W$.

Proposition 3.9 Let $V$ be an $R$-vector space such that the relation $R$ has the following properties:
i. $v R v$ for all $v \in V$.
ii. If $\nu R v_{1}$ and $\nu R v_{2}$, then $\nu R \lambda v_{1}+(1-\lambda) v_{2}$ for $v, v_{1}, v_{2} \in V$ and every $0<\lambda<1$.

Then every subset $W$ of $V$ is $R$-convex if and only if $W=R-\operatorname{co}(W)$.

Proof Firstly, assume that $W=R-\operatorname{co}(W)$, and $v_{1}, v_{2} \in W$ such that $v_{1} R v_{2}$. Then,

$$
\lambda v_{1}+(1-\lambda) \nu_{2} \in R-\operatorname{co}(W)=W, \quad \forall \lambda ; 0<\lambda<1 .
$$

Therefore, $W$ is $R$-convex. Now, suppose that $W$ is $R$-convex and $v \in W$. By the properties of $R$, for $v \in W$, by $\mathrm{i}, v R v$, and for $\lambda=\frac{1}{2}$,

$$
v=\frac{1}{2} v+\frac{1}{2} v \in R-\operatorname{co}(W) .
$$

This shows that $W \subseteq R-\operatorname{co}(W)$. Now, $R-\operatorname{co}(W) \subseteq W$ is obtained by induction.
For $n=2$, let $\left\{v_{1}, v_{2}\right\} \subseteq W$ such that $v_{1} R v_{2}$. Then $R-\operatorname{co}\left(\left\{v_{1}, v_{2}\right\}\right) \subseteq W$ by the $R$-convexity of $W$.
Now, for $n=3$, let $\left\{v_{1}, v_{2}, v_{3}\right\} \subseteq W$ such that $v_{1} R v_{2}, v_{1} R v_{3}$, and $v_{2} R v_{3}$, and $\alpha_{i} \in(0,1)$ such that $\sum_{i=1}^{3} \alpha_{i}=1$. Then we can write

$$
\sum_{i=1}^{3} \alpha_{i} v_{i}=\alpha_{1} v_{1}+\left(1-\alpha_{1}\right)\left(\frac{\alpha_{2}}{1-\alpha_{1}} v_{2}+\frac{\alpha_{3}}{1-\alpha_{1}} v_{3}\right)
$$

such that $\frac{\alpha_{2}}{1-\alpha_{1}} v_{2}+\frac{\alpha_{3}}{1-\alpha_{1}} v_{3} \in W$, because $\frac{\alpha_{2}}{1-\alpha_{1}}+\frac{\alpha_{3}}{1-\alpha_{1}}=1$, and $v_{2} R v_{3}$ and by using $R$-convexity of $W$. Similarly, for every $n \in \mathbb{N}$, we obtain $R-\operatorname{co}\left\{v_{1}, \ldots, v_{n}\right\} \subseteq W$. Thus $R-\operatorname{co}(W) \subseteq W$ and the proof is complete.

Note that in Proposition 3.9 the given condition for $R$ is necessary, and if this condition is omitted, then the result is not true. To see this, let $V=\mathbb{R}$ and $R:=$ ' $<^{\prime}$. It is clear that $(x, x) \notin R$ for every $x \in \mathbb{R}$. The set $K=[1,2]$ is $R$-convex but $R-\operatorname{co}(K)=(1,2)$.

In the last theorem of this section, some equivalent conditions for an element to be an $R$-extreme point are given.

Theorem 3.10 Let $V$ be an $R$-vector space such that $R$ is reflexive and for $v, v_{1}, v_{2} \in V$, if $\nu R \nu_{1}$ and $\nu R \nu_{2}$, then $\nu R \lambda \nu_{1}+(1-\lambda) \nu_{2}$ for all $0<\lambda<1$. Then the following statements are equivalent for every $R$-convex subset $W$ of $V$ :
i. $v \in R-\operatorname{ext}(W)$.
ii. If $v=\frac{1}{2} v_{1}+\frac{1}{2} v_{2}$, where $v_{1}, v_{2} \in W$ and $v_{1} R v_{2}$, then $v=v_{1}=v_{2}$.
iii. If $v=\lambda v_{1}+(1-\lambda) v_{2}$, where $0<\lambda<1, v_{1}, v_{2} \in W$, and $v_{1} R v_{2}$, then $v=v_{1}=v_{2}$.
iv. $v \in R-\operatorname{co}\left(\left\{v_{1}, \ldots v_{n}\right\}\right)$, where $\nu_{i} \in W$ for $i=1, \ldots, n$ and $n \in \mathbb{N}$, then there exists $j \in\{1, \ldots n\}$ such that $v=v_{j}$.
v. $W \backslash\{v\}$ is an $R$-convex set.

Proof $\mathrm{i} \longrightarrow$ ii. By definition of $R$-extreme point, it is clear.
ii $\longrightarrow$ iii. If $\lambda \neq \frac{1}{2}$, without loss of generality, we assume that $\frac{1}{2}<\lambda<1$. Then the following equality is obtained:

$$
v=\lambda v_{1}+(1-\lambda) v_{2}=\frac{1}{2} v_{1}+\frac{1}{2} y ; \quad y=(2 \lambda-1) v_{1}+(2-2 \lambda) v_{2} \in W
$$

and $\nu_{1} R y$ by the assumption. Therefore, the part iii is valid.
iii $\longrightarrow$ iv. If $v=\sum_{i=1}^{n} \alpha_{i} v_{i}$ is an $R$-convex combination of $v_{i} \in W$, then we can write $v=$ $\alpha_{1} v_{1}+\left(1-\alpha_{1}\right) \sum_{i=2}^{n} \frac{\alpha_{i}}{1-\alpha_{1}} v_{i}$. By induction, the properties of $R$, and Proposition 3.9, we have $\sum_{i=2}^{n} \frac{\alpha_{i}}{1-\alpha_{1}} v_{i} \in W$. The statement iii concludes that $v=v_{1}=\sum_{i=2}^{n} \frac{\alpha_{i}}{1-\alpha_{1}} v_{i}$. Then $v=v_{1}$ and also $v=v_{k}$ for $k=2, \ldots, n$, similarly.

Now, we consider iv $\longrightarrow$ v. Let $v_{1}, v_{2} \in W \backslash\{v\}$ such that $v_{1} R v_{2}$, and $0<\lambda<1$. We must show that $\lambda \nu_{1}+(1-\lambda) v_{2} \in W \backslash\{\nu\}$. Since $W$ is $R$-convex, the combination $\lambda \nu_{1}+(1-\lambda) v_{2} \in$ $W$. Now, if $v=\lambda v_{1}+(1-\lambda) v_{2}$, then $v \in R-\operatorname{co}\left(\left\{v_{1}, v_{2}\right\}\right)$ and $v=v_{1}$ or $v=v_{2}$ by part $i v$. This is a contradiction, and so $\lambda \nu_{1}+(1-\lambda) \nu_{2} \in W \backslash\{\nu\}$. Therefore, $W \backslash\{\nu\}$ is $R$-convex.
$\mathrm{v} \longrightarrow \mathrm{i}$. Let $T=\left\{\lambda v_{1}+(1-\lambda) \nu_{2} ; 0<\lambda<1\right\} \subseteq W$ be a proper $R$-open line segment containing $v$. Then $v=\lambda v_{1}+(1-\lambda) v_{2}$ for some $0<\lambda<1$. It is known that $v_{1} \neq v_{2}$, then $v \neq v_{1}$ and $v \neq v_{2}$. Also, $W \backslash\{v\}$ is $R$-convex, and $v_{1}, v_{2} \in W \backslash\{v\}$, and so $v \in W \backslash\{v\}$. But it is a contradiction, and hence $v$ is an $R$-extreme point for $W$.

One of the most important subjects is considering Krein-Milman theorem for $R$-vector spaces. In the following example, we see that this theorem is not valid for an $R$-compact $R$-convex set in $R$-vector spaces generally.

Example 3.1 Let $M=\mathbb{R}$ with the standard topology, $R=^{\prime} \leq^{\prime}$ and $K=(0,1]$. Clearly, $K$ is an $R$-compact and $R$-convex set, and $R-\operatorname{ext}(K)=\{1\}$ and so $K \neq \overline{\cos }^{R}(R-\operatorname{ext}(K))$.

At the end of this section, the question that remains is, "under what conditions dose the Krein-Milman Theorem for $R$-vector spaces hold?".

## 4 R-convex functions

An important part of subjections in mathematics is studying the properties of a type of map between two spaces. One type of the map is a convex map. This section introduces $R$-convex maps and relative concepts and considers their properties with respect to relation $R$.

Definition 4.1 Let $V$ be an $R$-vector space, and $f: V \rightarrow V$ be a map.
i. Assume that $R_{1}$ is another relation on $V$. The map $f$ is called to be $R$-convex with respect to $R_{1}$ if, for each $0<\lambda<1$ and $v_{1}, v_{2} \in V$ such that $v_{1} R v_{2}$, the following
relation holds:

$$
f\left(\lambda v_{1}+(1-\lambda) v_{2}\right) R_{1}\left(\lambda f\left(v_{1}\right)+(1-\lambda) f\left(v_{2}\right)\right) .
$$

ii. The map $f: V \rightarrow \mathbb{R}$ is called to be $R$-convex if, for each $0<\lambda<1$ and $v_{1}, v_{2} \in V$ such that $v_{1} R v_{2}$, the following relation holds:

$$
f\left(\lambda v_{1}+(1-\lambda) v_{2}\right) \leq \lambda f\left(\nu_{1}\right)+(1-\lambda) f\left(v_{2}\right)
$$

iii. The $\operatorname{map} f: V \rightarrow V$ (also the function $f: V \rightarrow \mathbb{R}$ ) is called to be $R$-affine if, for each $0<\lambda<1$ and $\nu_{1}, v_{2} \in V$ such that $v_{1} R v_{2}$, the following equation holds:

$$
f\left(\lambda v_{1}+(1-\lambda) v_{2}\right)=\lambda f\left(v_{1}\right)+(1-\lambda) f\left(v_{2}\right) .
$$

iv. The $R$-epigraph of a map $f: V \rightarrow V$, which is denoted by $R-\operatorname{epi}(f)$, is the set $\{(v, w) ; f(v) R w\}$.

Remark 4.2 Assume that $V$ is a vector space.
i. Every convex map $f$ on an $R$-vector space $V$ is $R$-convex, however, the reverse of the result is not true.
ii. Let $R=V \times V$ be a relation on $V$. Then the notions of $R$-convexity and convexity for every map $f: V \longrightarrow \mathbb{R}$ are equivalent.

The following example illustrates that every $R$-convex map is not necessarily a convex map.

Example 4.3 Let $V=\mathbb{R}$ and

$$
x R y \Longleftrightarrow(x, y \leq 0 \text { or } x, y>0) .
$$

Then the map $f: \mathbb{R} \longrightarrow \mathbb{R}$ defined by

$$
f(x)= \begin{cases}x^{2} & x \leq 0 \\ x^{2}-3 & x>0\end{cases}
$$

is an $R$-convex map on $\mathbb{R}$, but it is not a convex map. Because for $\alpha=\frac{1}{2}, v_{1}=-1$, and $v_{2}=1$,

$$
f\left(\frac{1}{2} \times(-1)+\frac{1}{2} \times 1\right)=f(0)=0 \not \leq \frac{1}{2} f(-1)+\frac{1}{2} f(1)=-\frac{1}{2} .
$$

In the classical convexity, there is a straight relation between the convex functions and their epigraphs. In the following theorem and its corollaries, by giving some conditions, we obtain similar results for $R$-convex maps.

Theorem 4.4 Let $R_{1}$ and $R_{2}$ be two relations on a vector space $V$, and let $f: V \longrightarrow V$ be a map. Also, assume that $R_{2}$ is transitive and reflexive with the following property: For
$0<\lambda<1$ and $v_{1}, v_{2}, w_{1}, w_{2} \in V$,

$$
\left(f\left(v_{1}\right) R_{2} w_{1}, \text { and } f\left(v_{2}\right) R_{2} w_{2}\right) \Longrightarrow\left(\lambda f\left(v_{1}\right)+(1-\lambda) f\left(v_{2}\right)\right) R_{2}\left(\lambda w_{1}+(1-\lambda) w_{2}\right)
$$

Moreover, suppose that $S$ is a relation on $V \times V$ with two properties as follows:
i. If $v_{1} R_{1} v_{2}$, then $\left(v_{1}, f\left(v_{1}\right)\right) S\left(v_{2}, f\left(v_{2}\right)\right)$.
ii. For $v_{1}, v_{2}, w_{1}, w_{2} \in V$ such that $f\left(v_{1}\right) R_{2} w_{1}$ and $f\left(v_{2}\right) R_{2} w_{2}$, if $\left(v_{1}, w_{1}\right) S\left(v_{2}, w_{2}\right)$, then $v_{1} R_{1} v_{2}$.
Then $f$ is an $R_{1}$-convex map on $V$ with respect to $R_{2}$ if and only if $R_{2}-\mathrm{epi}(f)$ is an $S$-convex set.

Proof Suppose that $f$ is an $R_{1}$-convex map on $V$ with respect to $R_{2}$. For ( $v_{1}, w_{1}$ ) and ( $\nu_{2}, w_{2}$ ) of $R_{2}-\operatorname{epi}(f)$, where $\left(v_{1}, w_{1}\right) S\left(v_{2}, w_{2}\right)$, the definition of $R_{2}-\operatorname{epi}(f)$ implies that

$$
f\left(v_{1}\right) R_{2} w_{1} \quad \text { and } \quad f\left(v_{2}\right) R_{2} w_{2}
$$

Hence, by the property of $R_{2}$, for each $0<\lambda<1$, we conclude that

$$
\left(\lambda f\left(v_{1}\right)+(1-\lambda) f\left(v_{2}\right)\right) R_{2}\left(\lambda w_{1}+(1-\lambda) w_{2}\right) .
$$

By ii, we have $v_{1} R_{1} v_{2}$, and by the $R_{1}$-convexity of $f$,

$$
f\left(\lambda v_{1}+(1-\lambda) v_{2}\right) R_{2}\left(\lambda f\left(v_{1}\right)+(1-\lambda) f\left(v_{2}\right)\right)
$$

Now, since $R_{2}$ is transitive, we deduce $f\left(\lambda v_{1}+(1-\lambda) \nu_{2}\right) R_{2}\left(\lambda w_{1}+(1-\lambda) w_{2}\right)$. Therefore,

$$
\lambda\left(v_{1}, w_{1}\right)+(1-\lambda)\left(v_{2}, w_{2}\right)=\left(\lambda v_{1}+(1-\lambda) v_{2}, \lambda w_{1}+(1-\lambda) w_{2}\right) \in R_{2}-\operatorname{epi}(f),
$$

which shows that $R_{2}-\operatorname{epi}(f)$ is $S$-convex.
Conversely, let $R_{2}-\operatorname{epi}(f)$ be an $S$-convex set. Suppose that $0<\lambda<1$ and $v_{1}$ and $v_{2}$ in $V$ such that $v_{1} R_{1} v_{2}$. By the reflexivity of $R_{2}$ and the property i , the following statements hold:

$$
\left(v_{1}, f\left(v_{1}\right)\right),\left(v_{2}, f\left(v_{2}\right)\right) \in R_{2}-\operatorname{epi}(f) \quad \text { and } \quad\left(v_{1}, f\left(v_{1}\right)\right) S\left(v_{2}, f\left(v_{2}\right)\right)
$$

Then the $S$-convexity of $R_{2}-\operatorname{epi}(f)$ concludes

$$
\lambda\left(v_{1}, f\left(v_{1}\right)\right)+(1-\lambda)\left(v_{2}, f\left(v_{2}\right)\right) \in R_{2}-\operatorname{epi}(f)
$$

and hence,

$$
\left(\lambda v_{1}+(1-\lambda) v_{2}, \lambda f\left(v_{1}\right)+(1-\lambda) f\left(v_{2}\right)\right) \in R_{2}-\operatorname{epi}(f) .
$$

So,

$$
f\left(\lambda v_{1}+(1-\lambda) v_{2}\right) R_{2}\left(\lambda f\left(v_{1}\right)+(1-\lambda) f\left(v_{2}\right)\right)
$$

and $f$ is $R_{1}$-convex on $V$ with respect to $R_{2}$.

The special cases of the above theorem for a real vector space with different relations are concluded in the following corollaries. It is well known that for $f: \mathbb{R} \longrightarrow \mathbb{R}$, the epigraph of $f$ is $\{(x, y) ; f(x) \leq y\}$.

Corollary 4.5 Let $R$ be a relation on vector space $\mathbb{R}, f$ be a map on $\mathbb{R}$, and $S$ be a relation on $\mathbb{R} \times \mathbb{R}$ such that
i. If $x_{1} R x_{2}$, then $\left(x_{1}, f\left(x_{1}\right)\right) S\left(x_{2}, f\left(x_{2}\right)\right)$.
ii. For $x_{1}, x_{2}, y_{1}, y_{2} \in \mathbb{R}$ such that $f\left(x_{1}\right) \leq y_{1}$ and $f\left(x_{2}\right) \leq y_{2}$, if $\left(x_{1}, y_{1}\right) S\left(x_{2}, y_{2}\right)$, then $x_{1} R x_{2}$. Then $f$ is $R$-convex with respect to the relation ' $\leq$ ' if and only if epi $(f)$ is $S$-convex.

Proof Since the relation ' $\leq$ ' is reflexive and transitive on $\mathbb{R}$, so it is a straightforward conclusion of Theorem 4.4.

Corollary 4.6 Assume that $R$ is a relation on the vector space $\mathbb{R}$, and $f$ is a map on $\mathbb{R}$. Let $S$ be the induced relation of $R$ on $\mathbb{R} \times \mathbb{R}$ as follows:

$$
\left(x_{1}, y_{1}\right) S\left(x_{2}, y_{2}\right) \Longleftrightarrow x_{1} R x_{2}, \quad \text { for } x_{1}, x_{2}, y_{1}, y_{2} \in \mathbb{R}
$$

Then the function $f: \mathbb{R} \longrightarrow \mathbb{R}$ is $R$-convex with respect to ' $\leq$ ' on $\mathbb{R}$ if and only if $\mathrm{epi}(f)$ is S-convex.

Proof It is concluded by Corollary 4.5.

Corollary 4.7 Let $V$ be an $R$-vector space and $f: V \longrightarrow \mathbb{R}$ be a function.Also, $S$ is a relation on $V \times V$ with the following properties:
i. If $v_{1} R v_{2}$, then $\left(v_{1}, f\left(v_{1}\right)\right) S\left(v_{2}, f\left(v_{2}\right)\right)$.
ii. For $v_{1}, v_{2}, w_{1}, w_{2} \in V$ such that $f\left(v_{1}\right) \leq w_{1}$ and $f\left(v_{2}\right) \leq w_{2}$, if $\left(v_{1}, w_{1}\right) S\left(v_{2}, w_{2}\right)$, then $v_{1} R v_{2}$.
Then $f$ is $R$-convex if and only if epi $(f)$ is an $S$-convex set.
Proof It is a consequence of Theorem 4.4, since the relation ' $\leq$ ' is reflexive and transitive.

In the classical convexity, every convex function is a continuous function. But there exist some $R$-convex functions which are not $R$-continuous.

Example 4.8 Let $V=\mathbb{R}, a>1$, and

$$
x R y \Longleftrightarrow(x, y \leq 0 \text { or } x, y>0), \quad \forall x, y \in \mathbb{R} .
$$

Then the function

$$
f(x)= \begin{cases}x^{2} & x \leq 0 \\ x^{2}-a & x>0\end{cases}
$$

is an $R$-convex function on the $R$-convex set $\mathbb{R}$, and it is not $R$-continuous. This is because by setting $x_{n}=\frac{1}{n}$ for all $n \in \mathbb{N},\left\{x_{n}\right\}_{n \in \mathbb{N}}$ is an $R$-sequence converging to zero, and

$$
\left.f\left(x_{n}\right)=x_{n}^{2}-a\right\lrcorner^{R} f(0)=0 .
$$

It is known that every continuous map preserves compact sets. In the following proposition, we show that every $R$-continuous map, by an additional condition, preserves $R$ compact sets.

Proposition 4.1 Let $M$ be an $R$-metric space, $K$ be an $R$-compact subset of $M$, and $f$ : $M \rightarrow M$ be an $R$-continuous function such that, for $x, y \in M, f(x) R f(y)$ implies that $x R y$, then $f(K)$ is an $R$-compact set. That is, every $R$-continuous map preserves $R$-compact sets iff $f(x) R f(y)$ implies that $x R y$.

Proof Let $\left\{f\left(x_{n}\right)\right\}_{n \in \mathbb{N}}$ be an $R$-sequence in $f(K)$. By the properties of $f,\left\{x_{n}\right\}_{n \in \mathbb{N}}$ is an $R$ sequence in $R$-compact set $K$, so there is a convergent $R$-subsequence $\left\{x_{n_{k}}\right\}_{k \in \mathbb{N}}$ of it. Suppose that

$$
x_{n_{k}} \xrightarrow{R} x_{0} \quad \text { for some } x_{0} \in K .
$$

$f$ is $R$-continuous, so $f\left(x_{n_{k}}\right) \xrightarrow{R} f\left(x_{0}\right)$, and $f(K)$ is $R$-compact.

The goal of the following proposition is to show the preservation of $R$-convex sets under the special $R$-affine maps.

Proposition 4.2 Every R-affine function preserves R-convex sets if the following condition holds:

$$
f(x) R f(y) \Longrightarrow x R y
$$

Proof Let $K$ be an $R$-convex subset of an $R$-vector space $V$, and $f: V \rightarrow V$ be an $R$-affine function. Now assume that $f\left(v_{1}\right), f\left(v_{2}\right) \in f(K)$ for some $v_{1}, v_{2} \in K$ such that $f\left(v_{1}\right) R f\left(v_{2}\right)$ and $0<\alpha<1$. By the assumption, $f\left(\nu_{1}\right) R f\left(\nu_{2}\right)$ implies that $\nu_{1} R v_{2}$, and by the $R$-convexity of $K$, we have $\left(\alpha \nu_{1}+(1-\alpha) \nu_{2}\right) \in K$. Also, $f$ is an $R$-affine function, thus

$$
\alpha f\left(v_{1}\right)+(1-\alpha) f\left(v_{2}\right)=f\left(\alpha v_{1}+(1-\alpha) v_{2}\right) \in f(K) .
$$

So, $f(K)$ is an $R$-convex set.

Proposition 4.3 In an R-metric vector space, the following statements are valid:
i. Summation, subtraction, and scalar multiplication of $R$-affine maps are also $R$-affine.
ii. Iff and $g$ are $R$-affine maps and $g$ is an $R$-preserving map, then fog is also $R$-affine.

Proposition 4.4 Let $f$ be an increasing $R$-convex function on the $R$-metric vector space $M$, and let $g$ be an $R$-preserving $R$-convex map on $M$. Then fog is also an $R$-convex map.

Proof Let $x, y \in M$ such that $x R y$. Then $g(x) R g(y)$. For $0<\alpha<1$,

$$
\begin{aligned}
f \circ g(\alpha x+(1-\alpha) y) & =f(g(\alpha x+(1-\alpha) y)) \\
& \leq f(\alpha g(x)+(1-\alpha) g(y)) \\
& \leq \alpha f(g(x))+(1-\alpha) f(g(y)) .
\end{aligned}
$$

This shows that $f o g$ is $R$-convex.

## 5 Some applications in optimization

An optimization problem considers minimizing or maximizing a given real function on a subset of its domain. In other words, in an optimization problem, one obtains the best available values for some functions that have different types corresponding to objective functions and types of their domains. The optimization theory and its techniques are useful and very important in a large area of applied mathematics. In this section, we study some results in optimization theory. More precisely, we study important results about the extreme values of some $R$-convex maps on $R$-convex sets. In the first theorem, we show that every $R$-continuous $R$-affine function attains its extrema at $R$-extreme points.

Theorem 5.1 Suppose that $(M, R)$ is an $R$-metric vector space, $K$ is a subset of $M$ where $R-\operatorname{ext}(K)$ is $R$-closed and $R-\operatorname{ext}(K) \times R-\operatorname{ext}(K) \subset R$, and $B$ is an $R$-compact subset of $\overline{\mathrm{co}}^{R}(R-\operatorname{ext}(K))$ such that $R-\operatorname{ext}(K) \subset B$. Then every $R$-affine and $R$-continuous map $f$ : $M \longrightarrow \mathbb{R}$ attains its maximum and minimum on $B$ at $R$-extreme points of $K$. Moreover, the maximum and minimum off on $B$ is equal with its maximum and minimum on $R-\operatorname{ext}(K)$, respectively.

Proof Let $f$ take its maximum on $B$ at $x_{0} \in B$. Then there exists an $R$-sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}} \subset$ $R-\operatorname{co}(R-\operatorname{ext}(K))$ such that $x_{n} \xrightarrow{R} x_{0}$. Notice that $x_{n}=\sum_{i=1}^{N_{n}} \lambda_{n, i} y_{n, i}$ where $N_{n} \in \mathbb{N}$ and $y_{n, i} \in$ $R-\operatorname{ext}(K),\left(1 \leq i \leq N_{n}\right)$ and $\lambda_{n, i} \in(0,1]$ such that $\sum_{i=1}^{N_{n}} \lambda_{n, i}=1$. Thus,

$$
\begin{aligned}
f\left(x_{n}\right) & =f\left(\sum_{i=1}^{N_{n}} \lambda_{n, i} y_{n, i}\right) \\
& =\sum_{i=1}^{N_{n}} \lambda_{n, i} f\left(y_{n, i}\right) \\
& \leq \max _{1 \leq i \leq N_{n}} f\left(y_{n, i}\right) \sum_{i=1}^{N_{n}} \lambda_{n, i} \\
& =\max _{1 \leq i \leq N_{n}} f\left(y_{n, i}\right),
\end{aligned}
$$

so

$$
\begin{equation*}
f\left(x_{n}\right) \leq \max _{1 \leq i \leq N_{n}} f\left(y_{n, i}\right)=f\left(y_{n, i_{n}}\right) \tag{5.1}
\end{equation*}
$$

Now, $\left\{y_{n, i_{n}}\right\}_{n \in \mathbb{N}}$ is an $R$-sequence in $R-\operatorname{ext}(K) \subset B$. Note that $B$ is $R$-compact, which ensures the existence of a convergent $R$-subsequence $\left\{y_{n_{k}, i_{n_{k}}}\right\}_{k \in \mathbb{N}}$. Suppose that $y_{n_{k}, i_{n_{k}}} \xrightarrow{R} y_{0}$ as $k \rightarrow \infty$. Assuming $R-\operatorname{ext}(K)$ is $R$-closed, then $y_{0} \in R-\operatorname{ext}(K)$. Using relation (5.1) and the $R$-continuity of $f$, we conclude that

$$
\begin{aligned}
f\left(x_{0}\right) & =f\left(R-\lim _{n \rightarrow \infty} x_{n}\right) \\
& =f\left(R-\lim _{k \rightarrow \infty} x_{n_{k}}\right) \\
& =R-\lim _{k \rightarrow \infty} f\left(x_{n_{k}}\right) \\
& \leq R-\lim _{k \rightarrow \infty} f\left(y_{n_{k}, i_{n_{k}}}\right)
\end{aligned}
$$

$$
=f\left(R-\lim _{k \rightarrow \infty} y_{n_{k}, i_{n_{k}}}\right)=f\left(y_{0}\right) .
$$

On the other hand, $f\left(x_{0}\right)$ is maximum of f on $B$, so $f\left(x_{0}\right)=f\left(y_{0}\right)$, and $f$ attains its maximum on $B$ at $y_{0}$. Similarly, we can prove the theorem for the minimum case.

In the succeeding proposition, we show that the set of all elements on which an $R$-convex function takes its minimum is an $R$-convex set.

Proposition 5.2 Let $V$ be an $R$-vector space, $K$ be an $R$-convex subset of $V$, and $f: K \longrightarrow \mathbb{R}$ be an $R$-convex function on $K$. Then, the set $B=\left\{x \in V ; f(x)=\min _{y \in K} f(y)\right\}$ is $R$-convex.

Proof Suppose that $x_{1}, x_{2} \in B$, and $f$ attains its minimum $m$ on $x_{1}$ and $x_{2}$, and $x_{1} R x_{2}$. Then, for each $\lambda,(0<\lambda<1)$, we have

$$
m \leq f\left(\lambda x_{1}+(1-\lambda) x_{2}\right) \leq \lambda f\left(x_{1}\right)+(1-\lambda) f\left(x_{2}\right)=\lambda m+(1-\lambda) m=m
$$

So, $f\left(\lambda x_{1}+(1-\lambda) x_{2}\right)=m$, and $\lambda x_{1}+(1-\lambda) x_{2} \in B$. Thus, $B$ is an $R$-convex set.

The following theorem asserts that every local minimum is a global minimum for $R$ convex functions.

Theorem 5.3 Let $(M, R)$ be an $R$-vector metric space, $K \subset M$ be an $R$-convex set, and $f: K \longrightarrow \mathbb{R}$ be an $R$-convex function which has a local minimum at $x_{0}$, then $x_{0}$ is also a global minimum off on $\left[x_{0}\right]_{R} \cap K$, where $\left[x_{0}\right]_{R}=\left\{x \in M ; x_{0} R x\right\}$. Specially, $x_{0}$ is a global minimum on $K$ if $x_{0} R x$ for all $x \in K$.

Proof Suppose that $f$ takes its minimum at $x_{0}$ on the neighborhood $N$ of $x_{0}$, and $x \in$ $\left[x_{0}\right]_{R} \cap K$. Then, for sufficiently small $\lambda>0$, we have

$$
f\left(x_{0}\right) \leq f\left((1-\lambda) x_{0}+\lambda x\right) \leq(1-\lambda) f\left(x_{0}\right)+\lambda f(x)
$$

and hence $\lambda\left(f(x)-f\left(x_{0}\right)\right) \geq 0$, which implies that $f\left(x_{0}\right) \leq f(x)$, and the proof is completed. In addition, if $x_{0} R x$ for all $x \in K$, then $x_{0}$ is a global minimum of $f$ on $K$ since $f\left(x_{0}\right) \leq f(x)$ for all $x \in K$.

Corollary 5.4 Let $(M, R)$ be an $R$-vector metric space, $K \subset M$ be an $R$-convex set, and $f: K \longrightarrow \mathbb{R}$ be a strictly $R$-convex function which has a local minimum at $x_{0}$. Then the minimum point $x_{0}$ is unique on $\left[x_{0}\right]_{R} \cap K$.

Proof Since $f$ is strictly $R$-convex on $K$, as the proof of the previous theorem, we obtain $f\left(x_{0}\right)<f(x)$ for all $x \in\left[x_{0}\right]_{R} \cap K$ where $x \neq x_{0}$.

Theorem 5.5 Let $(V, R)$ be an $R$-vector space such that $R$ is an equivalence relation on $V$ with the following property:

$$
a R b \Longrightarrow a R(\lambda a+(1-\lambda) b), \quad \forall \lambda \in(0,1) .
$$

If $K$ is an $R$-convex subset of $V$ and $f: K \longrightarrow \mathbb{R}$ is an $R$-convex function which has a global maximum at $x_{0}$, then $f$ is constant on $\left[x_{0}\right]_{R} \cap K$.

Proof Let $y \in\left[x_{0}\right]_{R} \cap K$ such that $f(y)<f\left(x_{0}\right)$. Then $x_{0} R y$, and so for $\alpha \in(0,1), z=\alpha x_{0}+$ $(1-\alpha) y \in K$, and by the properties of $R$, we have $y R z$. On the other hand, $x_{0}=\frac{1}{\alpha} z+\frac{\alpha-1}{\alpha} y$, and hence the $R$-convexity of $f$ implies that

$$
\begin{aligned}
f\left(x_{0}\right) & =f\left(\left(1-\frac{1}{\alpha}\right) y+\frac{1}{\alpha} z\right) \\
& \leq\left(1-\frac{1}{\alpha}\right) f(y)+\frac{1}{\alpha} f(z) \\
& <\left(1-\frac{1}{\alpha}\right) f\left(x_{0}\right)+\frac{1}{\alpha} f\left(x_{0}\right) \\
& =f\left(x_{0}\right) .
\end{aligned}
$$

This suggests $f\left(x_{0}\right)<f\left(x_{0}\right)$, which is a contradiction. Therefore, $f(y)=f\left(x_{0}\right)$ for all $y \in$ $\left[x_{0}\right]_{R} \cap K$.

## 6 Conclusions

Convex functions and extreme points are important objects in convex analysis and especially in optimization theory. In this paper, we tried to extend these notions to $R$-vector spaces, where $R$ is a relation on a vector space $V$, and then some results on this subject have been obtained, and we compared these results with the reference cases by giving some examples. Finally, some applications of $R$-convexity have been investigated in optimization theory. More precisely, we have shown that the extrema of $R$-affine $R$-continuous maps are reached on $R$-extreme points. Moreover, local and global minimum points of an $R$-convex map $f$ on $R$-convex set $K$ have been considered. In the forthcoming works, we will attempt to prove the Krein-Milman type theorems for $R$-compact $R$-convex subsets of $R$-vector metric spaces and some other applications of this theory.
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