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1 Introduction

Considering two completely plane-parallel layers of stratified (immiscible) fluids, the
heavier one on top of the lighter one and both subject to the earth’s gravity, it is well known
that such an equilibrium state is unstable to sustain small disturbances, and this unstable
disturbance will grow and lead to a release of potential energy as the heavier fluid moves
down under the gravitational force and the lighter one is displaced upwards. This phe-
nomenon was first studied by Rayleigh [28] and then Taylor [29], and it is therefore called
the Rayleigh—Taylor (RT) instability. In the last decades, this phenomenon has been exten-
sively investigated from mathematical, physical, and numerical aspects, see [2, 10, 31] for
instance. It has been also widely investigated how the RT instability evolves under the ef-
fects of other physical factors, such as elasticity [3, 13, 23, 25, 32], rotation [2, 6], (internal)
surface tension [11, 16, 36], magnetic fields [18—22, 24, 33, 34], and so on. In this article,
we are interested in the effect of surface tension on the linear RT instability in stratified
incompressible viscous fluids. To conveniently introduce relevant mathematical progress

and our main results, next we mathematically formulate our problem in detail.
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1.1 Motion equations in Eulerian coordinates
Let us first recall a mathematical model, which describes the horizontally periodic motion

of stratified incompressible viscous fluids in an infinity layer domain [23]:

p+(0ve +ve - Vvy) +divSy = —gpres  in Q4(2),

divve =0 on Q4 (),

di +v101d + v202d = v3 on X(t),

[v<] =0, [Siv] =vCv on X(¢), (1.1)
ve=0 on X4,

Valemo =19 in Q4(0),

d)pp =d° on X(0).

The momentum equations in (1.1); describe the motion of both upper heavier and
lower lighter viscous fluids driven by the gravitational field along the negative x3-direction,
which occupy the two time-dependent disjoint open subsets €2, (£) and ©2_(¢) at time £, re-
spectively. Moreover, the fluids are incompressible due to (1.1),. The two fluids interact
with each other by the motion equation of a free interface (1.1); and the interfacial jump
conditions in (1.1)4. The first jump condition in (1.1), represents that the velocity is con-
tinuous across the interface. The second jump in (1.1)4 represents that the jump in the
normal stress is proportional to the mean curvature of the surface multiplied by the nor-
mal to the surface. The non-slip boundary condition of the velocities on both upper and
lower fixed flat boundaries are described by (1.1)s. (1.1)¢ and (1.1)7 represent the initial
status of the two fluids. Next we further explain the notations in (1.1) in detail.

The subscripts + resp. — in the notations f, resp. f~ mean that functions, parameters,
or domains f, resp. f_ are relevant to the upper resp. lower fluids. For each given ¢ > 0,
d:=d(xn,t) : T+ (h_,h,) is a height function of a point at the interface of stratified
fluids, where i_,h, >0, T :=Ty x T, T; = 27 L;(R/Z),and 27 L; (i = 1,2) are the periodicity
lengths. The domains €2 (¢) and the interface X(¢) are defined as follows:

Q,(8) == {(¥n,x3) | w0 1= (w1, %2) € T, d(on, ) <3 < I},

Q_(t) := { (o, x3) | 4n € T, —h_ <3 < d(xn, 1)},

2 (8) := { (o, %3) | 20 € T, %3 := d(xn, 1) }.
In addition, X, =T x {h,}, X_ =T x {-h_}, and we call Q := T x (-k_, h,) the domain of
stratified fluids.

For given ¢ > 0, v.(x,£) : Q4(t) — R are the velocities of the two fluids, and Sy are the

stress tensors enjoying the following expression:
Si = pil — /LiDVi with ]D)Vj: = VVj: + VV;FE. (12)

In the above expression the superscript T means matrix transposition and [ is the 3 x
3 identity matrix. p4 are the density constants, and the constants p4 > O are the shear
viscosity coefficients. g and ¥ represent the gravitational constant and the surface tension
coefficient, resp. In addition, e3 := (0,0, 1T
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For a function f defined on Q(t), we define [fi] := fils@ —f-|s@), where fi |5, are the
traces of the quantities fi on X(¢). v is the unit outer normal vector at boundary X(t) of
Q_(¢), and C is the twice of the mean curvature of the internal surface X(¢), i.e.,

¢ .o And + (1d)03d + (9,)0}d — 201 diydondnd
' (1 +(3:1d)* + (32d)2)%? '

Now we further introduce the indicator function xq, () and denote

P =P+ X2 (t) T LP-XQ_(2) M= XQu () T H-XQ_(2))
V=ViXQu) +V-XQ_@) P =P+ X2, (t) T P-XQ_()
W= V?XQ+(0) + vgxg_(o), S :=pl — uDy,

then model (1.1) can be rewritten as follows:

pve+v-Vy)+divS = —gpes  in Q(2),

divv=0 in Q(¢),

di +v101d + v205d = v3 on X(¢),

[v] =0, [Sv] =vCv on X(2), (1.3)
v=0 on X7,

V]peo = 1° in ©(0),

dlpg =d° on %(0),

where we have defined that Q(¢) := Q,(£) UQ_(£), X := ¥_U X, and omitted the subscript
+ in [fi] for simplicity.

1.2 Reformulation in Lagrangian coordinates
Next we adopt the transformation of Lagrangian coordinates so that the interface and the
domains stay fixed in time.

We define that

Q= {(my3) eR? |yh e T,0<y3 < I, },
Q_:={(my3) €R® | yn € T,~h_<y3 <0},

and assume that there exist invertible mappings
29 :Qy — Q4(0)
such that
2(0) = (D), Y. =¢9(Xs) and detVed =1. (1.4)

We further define ¢ := ¢%xq, (0) + ¢°xq_(0) and the flow map ¢ as the solution to

(1) =v(¢(1),t) in QI

1.5
£(»,0) =) in Q, 5

Page 3 of 28
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where QF := Q, UQ_. We denote the Eulerian coordinates by (x, ) with x = { (y, t), whereas
the fixed (y,£) € Q' x R* stand for the Lagrangian coordinates.

In order to switch back and forth from Lagrangian to Eulerian coordinates, we assume
that ¢4.(-,¢) are invertible and Q4 (¢) = ¢4(Q04,£), and since vy and ¢? are all continuous
across X, we have X(¢) = £4.(X, t). In view of the non-slip boundary condition v|5+ = 0, we
have

y=¢(y,t) onZX’.
Now we set the Lagrangian unknowns
(,0)(y,8) = (v,p +gpx3)({ (1), t) for (y,t) € QF x (0, 00),

then problem (1.3) can be rewritten as an initial-boundary value problem with an interface

for (¢, u) in Lagrangian coordinates:

Lr=u in %,

oty + VA0 — uA qu =0 in Q7,

divqu=0 in QF, (L6)
[¢] =[u] =0, [((c —gpes) — uDgu)n] =9Hn on X,

(¢ u) = (9,0) on X,

(¢ w)le0 = (¢°,u) in Q,

where we have defined that

> :=T x {0}, 7= Aes/| Aes|, Dau=Vau+Vaul,

Hi= (18161705 = 2(01¢ - :0)3102¢ + 128 27¢) - 7/ (191 P12 1* = 191¢ - D28 ).
We shall introduce the notations involving .A. The matrix A := (4;)3x3 is defined via
AT = (Vo)™ = (31858

where 9; denotes the partial derivative with respect to the jth components of variables y.
A:= A—1I,and I is the 3 x 3 identity matrix. The differential operator V 4 is defined by

Vaw:= (Vawr, Vawy, Vaws)'  and  Vaw; = (Auedews, Aok dxwi, Asedews) -
for a vector function w := (wy, wy, w3), and the differential operator div 4 is defined by
div o (£ 12 0%) = (divaf', divaf® divaf®)’ and  divaf’:= Agdif;

for a vector function f7 := (f},f,fi)T. It should be noted that we have used the Einstein

convention of summation over repeated indices. In addition, we define A 4 X :=div 4 V4X.
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1.3 Linearized motion
We choose a constant d € (=h_, i, ). Without loss of generality, we assume that d =0.Then
we consider an RT equilibrium state

Vp+ =—piges in Qu,

(1.7)
[p+]es =0 on ¥,
where p satisfies the RT (jump) condition
[e] >0 onZX. (1.8)

Let p:=p,xa, + P-Xa_. Then (v,p) = (0, p) with d = 0 is an RT equilibria solution of (1.3).
Denote the perturbation in Lagrangian coordinates

n:=¢-y, wu=u-0 and g=0-(p(&)+gpss),

then subtracting (1.7) from (1.6) yields the perturbation RT problem in Lagrangian coor-

dinates:
Ne=1u in QF,
pus + Vg — uAu=N; in @7,
divu = N, in Q,
’ - (1.9)
[l =Mul=0  [((g-gpns) — uDu)es] = ¥ Annzes + N3 on X,
(n,u)=0 onXxt,
(nru)|t=0 = (TIO, MO) in Qt’
where Ay, := 87 + 03 and the nonlinear terms N; -\ are defined as follows:
Ny =pdivz Vau+divV u -V 4q, Ny =—div ju,
N3 = uD ju + O0Hia — 9 Annses.
Onmitting the nonlinear terms in (1.9), we get a linearized RT problem:
Ne=1u in QF,
puy+Vg—uAu=0 in Q7,
divu=0 in @7,
[n] = [u] =0 on X, (1.10)
[((g —gpn3)I — uDu)es] = ¥ Annzes on X,
(n,u)=0 on X7,
(m, )]0 = (n°, u°) in Q7.

Of course, the motion equations of stratified viscous fluids in a linear stage can be approx-
imatively described by (1.10).
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The inhibition of RT instability by surface tension was first analyzed by Bellman and
Phennington [1] based on a linearized two-dimensional (2D) motion equations of strati-
fied incompressible inviscid fluids defined on the domain 27 LTy x (-k_, h,) (i.e.,, w =0in
the corresponding 2D case of (1.10)) in 1953. More precisely, they proved that the linear
2D stratified incompressible inviscid fluids are stable, resp. unstable for © > g[p] L3, resp.
® < g[[p]L?. The value g[[p] L? is a threshold of surface tension coefficient for linear stabil-
ity and linear instability. Similar result was also found in the 3D viscous case; for example,
Guo and Tice proved that ¥, := g[p] max{L?, L3} is a threshold of surface tension coeffi-
cient for stability and instability in the linearized 3D stratified compressible viscous fluids
defined on €2 [11]. Next we further review the mathematical progress for the nonlinear
case.

Priiess and Simonett first proved that the RT equilibria solution of the stratified incom-
pressible viscid fluids defined on the domain R3 is unstable based on a Henry instability
method [27]. Later Wang, Tice, and Kim verified that the RT equilibria solution of strat-
ified incompressible viscous fluids defined on €2 is stable, resp. unstable for ¥ > ¥, resp.
¥ € [0,97) [35, 36]. Jang, Wang, and Tice further obtained the same results of stability and
instability in the corresponding compressible case [15, 16]. Recently, Wilke also proved
there exists a threshold 9. for the stability and instability of stratified viscous fluids (with
heavier fluid over lighter fluid) defined on a cylindrical domain with finite height [37].
Finally, we mention that the results of nonlinear RT instability in inhomogeneous fluid
(without interface) were obtained based on the classical bootstrap instability method, see
[14], resp. [17] for inviscid, resp. viscous cases.

2 Main result

In this paper, we investigate the effect of surface tension on the linear RT instability by the
linearized motion (1.10). Wang and Tice used a discrete Fourier transformation and the
modified variational method of ODEs to prove the existence of growth solutions with a
largest growth rate A, for (1.10) with /4, = 1 under the condition ¥ € (0, ¥.) [35]. More-
over, they provided an upper bound for Ay:

Ay <h_g[p]/4p- forh,=1.

In this paper, we exploit the modified variational method of PDEs and the existence
theory of stratified (steady) Stokes problem to prove the existence of growth solutions with
a largest growth rate Ay for (1.10) under the instability condition @ € [0, 91). Moreover,
we find a new upper bound:

(2.1)

(9. - ) m{m h_}( @lo] e - ) )}

_Wem V) il
4max{L},L3} 492 max{p, i, p-p_}

e -

Ay <m:= min{

It is easy to see that

m < h_g[p]/4un-.

Therefore our upper bound is more precise than Wang and Tice’s one. Moreover, we di-
rectly see from (2.1) that

Ay =0 asd — . (2.2)
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We mention that, in the classical Rayleigh—Taylor (RT) experiments [8, 12], the phe-
nomenon of that the instability growth is limited by surface tension during the linear stage,
where the growth is exponential in time, has been shown. Obviously, the convergence be-
havior (2.2) mathematically verifies the phenomenon.

Before stating our main results in detail, we introduce some simplified notations used

throughout this article.

(1) Basic notations: It := (0, T). R* := (0,00), R§ := [0, 00). The jth difference quotient
of size h is Dlhw = (W(y + hey) —w(y))/h for j =1 and 2, and Dﬁw := (D"wy, Dhiwy),
where || € (0,1). Rf, resp. If denote the real, resp. imaginary parts of the complex
function f. V}/:f denotes a (k + 1) x (k + 1) matrix (9! Béf),j for k> 0. a < b means
that a < ¢b for some constant ¢ > 0, where the positive constant ¢ may depend on
the domain 2 and known parameters such as p, 4, g, and ¥, and may vary from
line to line.

(2) Simplified notations of Sobolev spaces:

P =17(Q7) =W (QY),  W*=Ww?Q!), H:=Ww"

/ wdy = 0},
QF

H!:= {w € HY(Q) | w|g+ = 0 in the sense of trace, divw = 0},

o0
H*:=(\H, H'= {weH"
j=1

H.,:=H.NH', H,s:={weH |wsseH (T}

H, s ifv #0,

H,,:={weH.,|ws#0onX}, H), =
H! if® =0,

A={weH, , | IJ/owl? =1}, H;' = the dual space of H},

where 1 < p < 0o and i > 0 is an integer. Sometimes, we denote A by Ay to
emphasize the dependence of ¥. In addition, to prove the existence of unstable

classical solutions of the linearized RT problem, we introduce a function space

g | we H!, | ViweH" and ws|x € H*Y(T) forj <k} if 9 #0,
T\ weH! | Viwe H forj < k) if9 =0,
where k > 0 is an integer. It should be noted that H;',?9 =H, ,.
(3) Simplified norms: || - |l;:= || - lwi2s | - |s := || - |2 | s(my, where s is a real number and i
is a nonnegative integer.
(4) Functionals: £(w) := ¥|Vawsl§ — g[p]lws[§ and F(w,s) := —(E(w) + s|| /uDw|3/2).
In addition, we give the definition of the largest growth rate of RT instability in the lin-

earized RT problem.

Definition 2.1 We call A > 0 the largest growth rate of RT instability in the linearized RT
problem (1.10) if it satisfies the following two conditions:
(1) For any strong solution (n,u) € C°([0, T), H*> N H?) N L*(I7, H® N H?) of the
linearized RT problem with g enjoying the regularity ¢ € C°([0, T), H') N L2(I7, H?),
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we have, for any t € [0, T),

[ Gr ) + Nisel +/0 Juts)[{ds < & ([0 5+ J°1;)- (2.3)

(2) There exists a strong solution (1, #) of the linearized RT problem in the form
(771 M) = eAt(ﬁ¢ ﬁ)¢
where (7}, it) € H?.

Now we state the first result on the existence of the largest growth rate in the linearized
RT problem.

Theorem 2.1 Let g >0, p >0, and (v > 0 be given. Then, for any given

9 €[0,9c:=g[p]max{L},L3}), (2.4)
there is an unstable solution

(n,1,q) := e (wl A, w, B)

to the linearized RT problem (1.10), where (w, B) € H* solves the boundary value problem

A2pw=A(uAw—-Vp) in QF,
divw=0 in Q7,
(2.5)
[w] =0, [A(BI — uDw)es — gpwses] = ¥ Apwses on X,
w=0 onx”
with the largest growth rate A > 0 satisfying
A% = sup F(w,A) = F(w, A). (2.6)
weA
Moreover,
w3 #0, d3ws3 #0, divpo wp #0  in QF, lws| #0 on X. (2.7)

Next we briefly introduce how to prove Theorem 2.1 by the modified variational method
of PDEs and the regularity theory of stratified (steady) Stokes problem. The detailed proof
is given in Sect. 4.

We assume a growing mode ansatz to the linearized problem

() = q@e™,  ulxt) =wxet,  qlxt) = pa)et

Page 8 of 28
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for some A > 0. Substituting this ansatz into the linearized RT problem (1.10), we get a

spectrum problem

An=w in Q7,
Apw=puAw-Vg in Q%,
divw=0 in Q°,
[w] =0, [(BI — uDw)es — gpnzes] = ¥ Anijzes on X,

w=0 on X%,

and then eliminating 77 by using the first equation, we arrive at the boundary value problem
(2.5) for wand B. Obviously, the linearized RT problem is unstable if there exists a solution
(w, B) to the boundary value problem (2.5) with A > 0.

To look for the solution, we use a modified variational method of PDEs and thus modify
(2.5) as follows:

apw=s(uAw—Vp) in QF,
divw=0 in QF,
(2.8)
[w] =0, [s(BI — uDw)es — gpwses] = Anwses on %,
w=0 on X7,

where s > 0 is a parameter. To emphasize the dependence of s upon « and ¥, we write
a(s,?) =a.
Note that the modified problem (2.8) enjoys the following variational identity:

als, z?)||ﬁw||§ =F(w,s).

Thus, by a standard variational approach, there exists a maximizer w € A of the functional

F defined on .A; moreover, w is just a weak solution to (2.8) with « defined by the relation

als,®) = sup F(w,s) € R, (2.9)
weA

see Proposition 4.1. Then we further use the method of difference quotients and the ex-
istence theory of the stratified (steady) Stokes problem to improve the regularity of the
weak solution, and thus prove that (w,8) € H® is a classical solution to the boundary
value problem (2.8), see Proposition 4.2.

In view of the definition of (s, ¥) and the instability condition (2.4), we can infer that,
for given ¥, the function «(s, -) on the variable s enjoys some good properties (see Propo-
sition 4.3), which imply that there exists A satisfying the fixed point relation

A =ya(A,-) e (0,6y). (2.10)

Then we obtain a nontrivial solution (w, 8) € H* to (2.5) with A defined by (2.10), and
therefore the linear instability follows. Moreover, A is the largest growth rate of RT insta-
bility in the linearized RT problem (see Proposition 4.4), and thus we get Theorem 2.1.
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Next we turn to introduce the second result on the properties of the largest growth rate
constructed by (2.10).

Theorem 2.2 The largest growth rate Ay := A in Theorem 2.1 enjoys the estimate (2.1).

Moreover,
Ay strictly decreases and is continuous with respect to ¥ € [0, 9.). (2.11)

The proof of Theorem 2.2 is presented in Sect. 5. Here we briefly mention the idea of the
proof. We find that, for fixed s, (-, ) defined by (2.9) strictly decreases and is continuous
with respect to ¥ (see Proposition 5.1). Thus, by the fixed point relation (2.10) and some
analysis based on the definition of continuity, we can show that Ay := A also inherits the
monotonicity and continuity of «(-, ). Finally, we derive (2.1) from (2.6) by some estimate

techniques.

3 Preliminary
This section is devoted to introducing some preliminary lemmas, which will be used in

the next two sections.

Lemma 3.1 Difference quotients and weak derivatives: Let D be Q or T.
(1) Suppose 1 < p < oo andw € WP(D). Then ||Df’1w||Lp(D) S Vawll e o).
(2) Assume 1< p < oo, we LP(D), and there exists a constant c such that ||Dﬁw||Lp(D) <c.
Then Vyw € LP(D) satisfies || Vaw| 1r(p) < ¢ and D;hkw — Vnw in LP(D) for some

subsequence —hy — 0.

Proof Following the argument of [7, Theorem 3] and using the periodicity of w, we can

easily get the desired conclusions. O

Lemma 3.2 Existence theory of a stratified (steady) Stokes problem (see [36, Theorem 3.1]):
Let k > 0, f>' € HX, and f5* € H*/2, then there exists a unique solution (u,q) € H**> x
H** satisfying

Vg - uAu=f>" in ,
[u] =0, [(gl —Du)es] =f>* on X, (3.1)
u=0 on X',
Moreover,
S, S,
loelisae < IF54 + If 2|1<+1/2‘ (3:2)

Lemma 3.3 Equivalent form of instability condition: the instability condition (2.4) is

equivalent to the following integral version of instability condition:

gleliwsl3 = ¥ Vawsl5 >0 forsomeweHéB. (3.3)
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Proof The conclusion in Lemma 3.3 is obvious if we have the assertion

=max{L}, L3} for® #0. (3.4)

Next we verify (3.4) by two steps. Without loss of generality, we assume that L? =
max{L?,L3}.

(1) We first prove that @ > L2. We choose a nonzero function v € H3(~h_,h,) such that
¥(0) #0. We denote

w = (¥'(y3)cos(Li'91),0,L7 ¥ (y3) sin(L7'y1)),

then w € H, , and

|W3|% f027rL1 sinZ(LIIyl)dyl L2

|Viws|2 L2 OZ”LI cos2(LT y1) dyr v

which yields a > L2.
(2) We turn to the proof of a < L?. It should be noted that

|Vhw;.3|3 =0 ifandonlyif ws=0 foranygivenwe H;,ﬂ‘ (3.5)

In fact, let w € H}, 5. Since divw = 0, we have

—/W3dyh:/ divwdy = 0.
s Tx(01:)

Thus, using Poincare’s inequality, we have
lwslo < [Vawslo,

which immediately implies assertion (3.5).
Letwe H;,s» then | Vw3 |2 # 0. Let 3(£, y3) be the horizontal Fourier transform of ws(y),

ie.,
fvs(é,ys)=/ w3 (¥, y3)e 0% da,
M

where & = (&1,&;), then 8;1;3 = 03w3. We denote ¥ (&, y3) := ¥1(&,y3) +iva(&, y3) := w3(&,y3),

where ¥ and v, are real functions. Noting that v (0) = 0, by Parseval’s theorem (see [9,
Proposition 3.1.16]), we have

1 2 _

Viwslo = ——— Y EP[YE 0| = L' wsl},

42, L
e ge(LliZx1527)

which immediately yields that a < L?. The proof is complete. O
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Lemma 3.4 Friedrichs’s inequality (see [26, Lemma 1.42]): Let 1 < p < 00 and D be a
bounded Lipschitz domain. Let a set T' C dD be measurable with respect to the (N — 1)-

dimensional measure | := measy_; defined on 9D, and let measy_1(I") > 0. Then
IWllwir oy S IVWILr )

for all u € WYP(D) satisfying that the trace of u on T is equal to 0 a.e. with respect to the
(N - 1)-dimensional measure 1.

Remark 3.1 By Friedrichs’s inequality and the fact

Vw2 = [Dw|3/2 forany we H., (3.6)
we get the Korn’s inequality

lwlly S IDw|o  for anyweH;. (3.7)

Lemma 3.5 Trace estimates:

wlo < Il foranywe H., (3.8)
lwlo < v/hs/2|Dwll;2q,)/2 forany we H,. (3.9)

Proof See [24, Lemma 9.7] for (3.8). Since C%° := C°(R? x (~h_,h,)) N H! is dense in H,
it suffices to prove that (3.9) holds for any w € C° by (3.8).
Let w be the horizontal Fourier transformed function of w € C3°, and

@(&,y3) = iw1(&,3), 0(&,y3) = iw(€,y3), V(&,y3) = w3(&,y3).

Then

Elp+E0+Y'=0 (3.10)

and ¥ (-, y3) € H3(—h_, h,), because of divw = 0 and w|x+ = 0. Moreover,

/

P &l &e g
Vw=@w)=| 60 &0 -0’
gy &y Y

In addition, we can deduce from (3.10) that
¥(0,y3)=0 for&=0. (3.11)

By (3.11) and Fubini’s and Parseval’s theorems, one has

1 2

2

= ,0 3.12

Wil o 2 V&) (3.12)
£ Zx L5 Z)\{0)
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and

1 2
DM, e O Z/ Ty + i s

te(l]lzxL517) 1=5/<3

1
“TIL 2 Miwew
£ Zx L5 Z)\ {0}
1
YL, f (|¢'©33)[* +16'(0,55)]") dys, (3.13)

where

0
M;(9,0,9) = / (1612 (10l +161 + 1y )

£ 20" Ry + 2393y + | [P+ |6/ + 3|v' ) dys.

Using (3.10), we find that
W/ = 210l + E21012 + 2606 (RpR0 + 3930) < |6 (lel? + 101%),
v < leP(le' |+ [oT),
which imply that
0 2 2 £
fh @[+ )iE1 + 97 11E 1) dys < ME (0,0, ) (3.14)
for given & € (LIIZ X LEIZ)\{O}. Employing (3.12)—(3.14) and the relation
2 7112 1
¢*(0) < h_||¢'| 2n foranyeeHy(=h_,h),

we obtain

1
lwsl§ = L, Z il/f(f»())|2

ge(LTZxL31Z)\{0}

h_ 0 ) )
= len?LiL, aly'|"+ (1E1y + 9" /1E1)") dys
16720, L Z / (
it ge(LT zx Ll z)N0) " T
h_ ¢ )
S tern 2 Mo shiDwie s (3.15)
ge(L7ZxL31Z)\{0}

Similarly, we also have
walo < B lIDWlZs g, /8,

which, together with (3.15), yields the desired conclusion. This completes the proof. [

Page 13 of 28
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Remark 3.2 From the derivation of (3.9), we easily see that

193w ||§2(Qi) < ||1D>w||§2mi)/8 for any w € H. (3.16)

Lemma 3.6 Negative trace estimate:
3112 S llullo + | divllo  for any u:= (w1, ua, u3) € Hy. (3.17)

Proof Estimate (3.17) can be derived by integration by parts and an inverse trace theorem
[26, Lemma 1.47]. O

Lemma 3.7 Let X be a given Banach space with dual X*, and let u and w be two functions
belonging to L*((a, b), X). Then the following two conditions are equivalent:
(1) For each test function ¢ € C3°(a,b),

b b
/ u(t)g'(t)dt = - / w(t)o(t) dt.

(2) Foreach n e X*,

d

1. <u’ r/)XxX* = (W; 77)X><X*;

dz

in the scalar distribution sense, on (a, b), where (-,-) xxx* denotes the dual pair
between X and X*.

Proof See Lemma 1.1 in Chap. 3 in [30]. O

4 Linear instability

In this section, we use the modified variational method to construct unstable solutions
for the linearized RT problem. The modified variational method was firstly used by Guo
and Tice to construct unstable solutions to a class of ordinary differential equations aris-
ing from a linearized RT instability problem [11]. This idea had been also used in [4, 5].
In this paper, we directly apply Guo and Tice’s modified variational method to the partial
differential equations (2.5) and thus obtain a linear instability result of the RT problem by
further using an existence theory of the stratified Stokes problem. Next we prove Theo-
rem 2.1 by four subsections.

4.1 Existence of weak solutions to the modified problem
In this subsection, we consider the existence of weak solutions to the modified problem

s(uAw - Vgq) = als, 9)pw, diviw=0 in QF,
[w] =0, [((sq — gow3)I — suDw)es] = ¢ Apwses on T, (4.1)
w=0 on X7,

where s > 0 is any given. To prove the existence of weak solutions of the above problem,
we consider the variational problem of the functional F(w, s):

als, ) := sup F(w,s) (4.2)
weA
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for given s > 0, where we have defined that
F(w,s) := —(E(w) +S||ﬁDZD'||3/2).

Sometimes, we denote «(s, ) and F(w,s) by « (or «(s)) and F(w), resp., for simplicity.
Then we have the following conclusions.

Proposition 4.1 Let s > 0 be any given.
1. In the variational problem (4.2), F(@) achieves its supremum on A.
2. Let w be a maximizer and o := sup, . 4 F(w), the w is a weak solution of the boundary
problem (4.1) with given «.

Proof Noting that

VI3 S Ivllolldsvllo  for any v € Hy, (4.3)

thus, by Young’s inequality and Korn’s inequality (3.7), we see that {F(o')} <4 has an up-
per bound for any @ € A. Hence there exists a maximizing sequence {w"}>°, C A, which
satisfies o = lim,,_, o F(w,). Moreover, making use of (4.3), the fact ||,/ow"|lo = 1, trace es-
timate (3.9), and Young’s and Korn’s inequalities, we have ||[w"||; + 9| Vpawj|o < ¢; for some
constant ¢;, which is independent of n. Thus, by the well-known Rellich—Kondrachov
compactness theorem and (4.3), there exist a subsequence, still labeled by w”, and a func-
tion w € A such that

w'—~w inH}, w'—w inL? W' lys0 = Wlyso0  in L*(T),

Wjlys0 = Wlysmo  in H'(T) if & #0.

Exploiting the above convergence results and the lower semicontinuity of weak conver-
gence, we have

—a =liminf(-F(w")) > —-F(w) > —a.

n—00

Hence w is a maximum point of the functional F(z) with respect to @ € A.

Obviously, w constructed above is also a maximum point of the functional F(w)/
|l/ow |I§ with respect to @ € H, ,. Moreover, a = F(w)/||/pwl|§. Thus, for any given
@ € H, ,, the point ¢ = 0 is the maximum point of the function

1(t) .= Fw + to) —/a,o|w+ to|*dy € CY(R).

Then, by computing out '(0) = 0, we have the weak form

s
E//UD)W:]D)ngy+z9/ VhW3-Vh<p3dyh=g[[,o]]/ wswgdyh—afpw~¢dy. (4.4)
b s

Note that (4.4) is equivalent to
s/qu:VgodyH?/ Vth-Vhwsdyh=g[[p]]/ We.gogdyh—a/pw'sody'
> b

This means that w is a weak solution of the modified problem (4.1). O
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4.2 Improving the regularity of weak solution
By Proposition 4.1, the boundary value problem (4.1) admits a weak solution w € H, ,.

Next we further improve the regularity of w.

Proposition 4.2 Let w be a weak solution of the boundary value problem (4.1). Then w €
H*™.

Proof To begin with, we establish the following preliminary conclusion:

For any i > 0, we have
weH)", (4.5)
and
1 , .
2 /S/L]D)B}’lw :Dedy + 19/ Vhogws - Vhgs dyn
b
=g[r] / A wspsdyn — / pdw- @ dy. (4.6)
b
Obviously, by induction, the above assertion reduces to verifying the following recur-
rence relation:
For given i >0, if w e H;’,’;, satisfies (4.6) for any ¢ € H;’ﬂ, then

weH)! (4.7)

and w satisfies

%fﬂDBﬁ*lw:Dgody+1‘}/ Vihdi ws - Vs dyn
b

=glel f it waps dyn — o / pdw - @ dy. (4.8)
s
Next we verify the above recurrence relation by the method of difference quotients.

Now we assume that w € H," satisfies (4.6) for any ¢ € H_ ,. Noting that 3{w € H} ,,
we can deduce from (4.6) that, for j = 1 and 2,

S : i
E/MDal‘lw:DDj’g&dy+ﬁ/ Vhaﬁws'VhD,h%d)’h
)
=g[[p]]/23£W3D?¢3 dyh—a/ﬂaf{wﬁ,’?svdy

and

%)

3 / ]D)aﬁw : ]D)Dj_hD}haﬁwdy + 9 /): Vhaﬁwg . VhD;th’a}"\wB dyn

:g[[p]]/);B}’;Wg,D;th’aém dyh—a/‘,oaflw-Dj_hDj’aliwdy,



Dou et al. Journal of Inequalities and Applications (2021) 2021:78 Page 17 of 28

which yield that

: f uDD 3w : D dy + / VD" 3w - Vs dy
z

2
=g[rl / D;" o wags dyp — / pD; " oiw - ¢ dy, (4.9)
z
and
i 2 i 2
| /3D 3w /2 + | D} Vadjws|,
i 2 i 2
S glol|D)aiws|, + el | oD} 3w, (4.10)
resp.
By Korn’s inequality,

|Dlaiw]? < | VmDtaiw]?,

thus, using (4.3), Young’s inequality, and the first conclusion in Lemma 3.1, we further
deduce from (4.10) that

[Pkt + 2 1D Vidhwsl, < [Dhogwlg < [ Vadiwlg < 1.

Thus, using (4.3), trace estimate (3.9), and the second conclusion in Lemma 3.1, there
exists a subsequence of {—/},cr (still denoted by —/) such that

Di"oiw—WVpwdlw inH.,  D"diw— Vnhdiw inI?
D" 3iwlys-0 — Vidiwly,oo  in LX(T), (4.11)
D"l wsls — Vidiwsls  in H(T)if ¢ #0.

Using the regularity of win (4.11) and the fact w € H, i”’b, we have (4.7). In addition, exploit-
ing the limit results in (4.11), we can deduce (4.8) from (4.9). This completes the proof of
the recurrence relation, and thus (4.5) holds.

With (4.5) in hand, we can consider a stratified Stokes problem:

sVBK —spAowk = —ot,oal’fw in Q,
diva* =0 in ,
(4.12)
[@*] =0, [(sB*I - suDaX)es] = 3f L' on X,
k=0 on X7,

where k > 0 is a given integer, and we have defined that
L= g[p]wses + O Apwses.
Recalling the regularity (4.5) of w, we see that 3w € L? and 3} £ € H(T). Applying the

existence theory of the stratified Stokes problem (see Lemma 3.2), there exists a unique
strong solution (¥, ¥) € H? x H' of the above problem (4.12).



Dou et al. Journal of Inequalities and Applications (2021) 2021:78 Page 18 of 28

Multiplying (4.12), by ¢ € H,, , in L* (i.e., taking the inner product in L?) and using the
integration by parts and (4.12),—(4.12)4, we have

%/M]Da)k:ID)(pdy
:g[[,o]]/ 8§W3¢3dyh—/ ﬂaﬁVhWythog dyh—/otpaﬁwwdy. (4.13)
> >

Subtracting the two identities (4.6) and (4.13) yields that
s/ ,u]D)(Z)}]fW - a)k) :Dedy=0.

Taking ¢ := 8}]1‘ w-ofeH + » in the above identity and using the Korn’s inequality, we find
that o* = 8{: w. Thus we immediately see that

B{fw e H*> foranyk >0, (4.14)

which implies 9fw € H' and 3} L! € H*(T) for any k > 0. Thus, applying the stratified
Stokes estimate (3.2) to (4.12), we have

8}]fweH3 for any k > 0. (4.15)

Obviously, by induction, we can easily follow the improving regularity method from (4.14)
to (4.15) to deduce that w € H*. In addition, we have 8 := 8° € H>; moreover, X in (4.12)
is equal to 8{1‘ B.

Finally, recalling the embedding H**? < C%(Q) for any k > 0, we easily see that (w, 8)
constructed above is indeed a classical solution to the modified problem (4.1). O

4.3 Some properties of the function a(s)
In this subsection, we derive some properties of the function «(s), which ensure the exis-
tence of a fixed point of v/« (s) in R*.

Proposition 4.3 For given ¥ € R, we have

a(sy) <alsy) foranysy >s; >0, (4.16)
a(s) e CYL(RY), (4.17)
a(s)>0 onsome interval (0, cy) for O € [0, D), (4.18)
a(s) <0 on some interval (c3,00). (4.19)

Proof To begin with, we verify (4.16). For given s, > s1, there exists 2 € A such that «(sy) =
F(v,5,). Thus, by Korn’s inequality and the fact ||,/0v* o = 1,

a(s)) = F(v2,s1) = a(sy) + (52 = s1) | /e D™ ||§/2 > a(sy),

which yields (4.16).
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Now we turn to prove (4.17). Choosing a bounded interval [c4, 5] C (0,00), for any s €
[ca, c5], there exists a function v* satisfying «(s) = F(v*,s). Thus, by the monotonicity of
(4.16), we have

a(cs) + ca| DV || o4 < F(,5/2) < a(s/2) < a(cal2),
which yields
||ﬁ]D)VS ||§/2 < 2(0{(04/2) - a(c5))/c4 =& foranys € [cs,cs5].
Thus, for any s1, s € [ca, ¢5],
als)) —a(s) <F(V,s1) - F(V',55) <&lsy —s1
and
a(s2) —als1) <&ls2 —s1l,
which immediately imply |o(s1) — ae(s2)| < &|s2 —s1|. Hence (4.17) holds.

Finally, (4.19) can be deduced from the definition of @ by using Korn’s inequality and
(4.3), while (4.18) is obvious by the definition of @ and Lemma 3.3. (I
4.4 Construction of an interval for a fixed point
Let 7 := sup{all the real constant s, which satisfy that a(t) > 0 for any 7 € (0,s)}. By virtue
of (4.18) and (4.19), J € R*. Moreover, a(s) > 0 for any s € (0,J) and, by the continuity of
a(s),

a(J)=0. (4.20)
Using the monotonicity and the upper boundedness of «(s), we see that

lirréa(s) =¢ for some positive constant ¢. (4.21)

s—

Now, exploiting (4.20), (4.21), and the continuity of «(s) on (0, J), we find by a fixed point
argument on (0,7) that there is unique A € (0,7J) satisfying

A=a(A) = [sup F(w, A) € (0,7). (4.22)
weA

Thus we get a classical solution (w, 8) € H* to the boundary problem (2.5) with A con-
structed by (4.22). Moreover,

A=+Fw,A)>0. (4.23)

In addition, (2.7) directly follows (4.23) and the fact w € H}.
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4.5 Largest growth rate
Next we prove that A constructed in the previous section is the largest growth rate of RT
instability in the linearized RT problem and thus complete the proof of Theorem 2.1.

Proposition 4.4 Under the assumptions of Theorem 2.1, A > 0 constructed by (4.22) is the
largest growth rate of RT instability in the linearized RT problem.

Proof Recalling the definition of largest growth rate, it suffices to prove that A enjoys the
first condition in Definition 2.1.

Let u be a strong solution to the linearized RT problem. Then we derive that, for a.e.
telrandalweH.,

/put ~wdy = f(/mu -Vq) - wdy
= / (g[[,o]] N3Ws3 + ﬁAhnng) dyn - / uDu : Vwdy. (4.24)
T
Thus,
d
a/,ou, -wdy = / (g[[,o]]u3W3 + ﬁAhu3W3) dyh—//L]D)ut : Vwdy. (4.25)
T
Using the regularity of (1, #), we can show that the right-hand side of (4.25) is bounded

above by A(£)(]lw|1 + |w|1) for some positive function A(¢) € L(Ir). Then there exists f €
L?(I7, H;") such that, for a.e. ¢ € I,

(oWt = / (g[[,o]] Uzws + ﬂAhugw;;) dyn - / uDu, : Vwdy. (4.26)
b
Hence it follows from Lemma 3.7 that
(puy) =f € L? (IT,H(:I).

In addition, by a classical regularization method (referring to Theorem 3 in Chap. 5.9 in
[7] and Lemma 6.5 in [26]), we have

d
sai [ P = (o sy
1d
Anuzduzdyn = —= — [ |Vius|* dyn.
/E n#430:us3 dyn 2dt/2| i3l dyn
Therefore, we can derive from (4.26) and the above two identities that

d
&(le/ﬁutllé +EW)) + [lv/RDue g = 0.

Then, integrating the above identity in time from O to ¢ yields that

t
I/puellg + & (w) +/ IV/iDug g ds = I° := Eul=o) + /Ot s=oll5- (4.27)
0
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Using Newton-Leibniz’s formula and Young’s inequality, we find that
2
AlVADUO:
t
= A||ﬁDu0||3 + 2A/ /u]D)u(s) : Dugydyds
0
t t
< A /EDRO| + f /7D ds + A / | /Du(s) | ds. (4.28)
0 0
In addition, by (2.6), we have
2 2 A 2
=E() < A°|V/pully + Ellx/ﬁﬂ)ullo. (4.29)
Thus, we infer from (4.27)—(4.29) that
1 9 1 2
~lvpuls + 5 | VEDu@)],

I+ A DuO||2
I AT w30

<AVl + A [ |V o+

Recalling that

2
0’

d
A IVpulls = ZA/pu(t) cuedy < |/} + A2 /oul®)

we further deduce from (4.30) the differential inequality

d 1
S Ivpuld + 3 |Vamu@|;

I°+ Al /AD |3
e i—
A

<on (Aol + 5 [ Ivapuo)|;s)

Applying Gronwall’s inequality [26, Lemma 1.2] to the above inequality, one concludes

Vol + 5 [ Ivpuo];as
0

10 A 0112
< (1l AL ) o, 3y

which, together with (4.30), yields

1 1 I°+ Al /eDu®||3
V@ + 5 |Vimue]; < 2<A [vp|’ + +)92At

I+ A|| /D3
e UiS—

- (4.32)

Multiplying (1.10), by %, in L? and using the integral by parts, we get

/p|ut|2dy:/ [[q]]atugdyh+/.uAu~utdy‘ (4.33)
)
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Exploiting (3.17), we can estimate that

e O [RE A [ [
)

In addition, using (1.10)5 and trace estimate (3.9), we have

Tal,, S Inlls + llella.

Using the above two estimates, we can derive from (4.33) that

2
lleaellg < Ml + llaell2,

which implies that

IIﬁut|t=o|I§ S ” (’70’”0) ”3

By the above estimate and Korn’s inequality, we derive from (4.31) and (4.32) that

t
il + et [ a5 (] + ).
0

Finally, from (1.10); we get

t t
ool < 1]+ [ indnds < ol [ o] o

SeM(In’lls + 1°,).

By the two estimates above, we see that A satisfies the first condition in Definition 2.1.
The proof is completed. d

5 Effect of surface tension

5.1 Properties of a(s, ##) with respect to ¥

To emphasize the dependence of A and G upon ¥, we denote them by Ay and Gy, respec-
tively. To prove Theorem 2.2, we further derive relations (2.1) and (2.11) of the surface
tension coefficient and the largest growth rate. To this end, we need the following auxil-
iary conclusions.

Proposition 5.1 Let g >0, p >0, and pn > 0 be given.
(1) Strict monotonicity: if 1 and ¥, are constants satisfying 0 < 1 < ¥, then

OZ(S, 192) <()l(S, 191) (51)
for any given s > 0. Moreover, if ¥, further satisfies 95 < ¥,

9o, > Go,» (5.2)
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where
Gy, := sup{s eR|a(t,¥)>0foranyt € (O,s)} and Gy, ;) =0. (5.3)

(2) Continuity: for given s >0, a(s, ) € COY(RY) with respect to the variable ¥

loc

Proof (1) Let s > 0 be fixed and 0 < %, < ;. Then there exist functions w” € H*® N Ay,
i =1,2, such that

als, %) = E(w”") - ﬂi‘Vhwgi é,

where E(w’i) := g[p] |wi'|2 - s|l/mDw [|3/2. Since w'i € Ay,, by virtue of (2.7) and (3.5),

we have

0< |wz72|0 < !Vhwﬂ2

0)
and thus
als, B2) < a(s,01) + (91 — 02)| Vaws? | < als, 1)

This yields the desired conclusion (5.1).
Next we prove (5.2) by contradiction. If Gy, < Gy,, then we get from (5.1) and the strict
monotonicity of a(s, -) with respect to s that

0 = a(Gy,, 02) < a(Gy,, 1) < a(Gy,, 91) =0,
which is a paradox. If Gy, = Gy, , exploiting (5.1), we have
0= a(gﬁzy 7}2) < a(gﬁz) 191) = a(gz91’ 191) =0,

which is also a paradox. Thus we immediately get the desired conclusion.

(2) Let s > 0 be fixed. We choose a bounded interval [b;,b,] C R*. Then, for any given
6 € [b1, by], there is a function w? € Aj satisfying a(s,8) = EW’) — 0| Vy,w§|3. Thus, in view
of the monotonicity of «(-,0), we know that

a(s,b2) + by | Vawh |2/2 < a(s,0) + 0| Vaw§ 212

<a(s,0/2) < als,br1/2), (5.4)
which yields
|Vhw§|§ < 2(a(s,b1/2) —as, bz))/bl :=K(s) foranyd € [by,bs].
Thus, for any 1, ¥ € [b1, 3],

als,?) —als, D) < E(w"l) - 191|Vhw§1 |§ - (E(wﬂl) - 192|Vhw§91 |§)

< K(s)[D = 9]

Page 23 of 28
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Reversing the role of indices 1 and 2 in the derivation of the above inequality, we obtain
the same boundedness with the indices switched. Therefore, we deduce that

|au(s, 91) — (s, )| < K(s)|91 — D),

which yields a(s, ) € C&i(R*). This completes the proof. O
5.2 Proof of Theorem 2.2
First, we verify the monotonicity of Ay with respect to the variable ¥ € [0, D).

For given two constants ©; and ¥, satisfying 0 < ¢ < 9, < ¥, there exist two associated
curve functions a(s,91) and «(s, 92) defined in (0, 9.). By the first assertion in Proposi-
tion 5.1,

als, 1) > als, 99).

On the one hand, the fixed point Ay, satisfying Ay, = \/a(Ay,) can be obtained from the
intersection point of the two curves y = sand y = //a(s, 9;) on (0,Gy,) for i = 1 and 2. Thus
we can immediately observe the monotonicity

Ay, > Ay, for0<d <y <. (5.5)

Second, we prove the continuity for Ay.
We choose a constant ¥y > 0 and an associated function a(s, ¢y). Noting that o (A 3, o) =

A%O >0and a(, ) € Cl%i [0, ¥.) are strictly decreasing and continuous with respect to ¥,

for any given ¢ > 0, there exists a constant § > 0 such that

(%o = 8,00+ 8) C (0,7), a(Agy, %o +8) >0,

0< \/a(Aﬂo, %) — \/a(A,;O, 9o +08) < &

and

0< \/Ol(Ago, Do —38) — \/O[(Ago, Do) < €.
In particular, we have

Ay, — € <\Ja(Ay,, 09 +8) and a(Ayy, Do —8) < Ay, + €.
By the monotonicity of Ay with respect to ¥, we get

Apy-s > Nyy > Apgas.

Thus, using the monotonicity of a(s, -) with respect to s, we obtain

\/a(Aﬁ()’ o +8) < \/a(Aﬁ0+5lﬁ0 +0) = Ayges
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and

JeBog 90 =8) > \Jo(Aggos, Do = 8) = Agyos.
Chaining the five inequalities above, we immediately get
ANpy — € < Npyas < Nyy—s < Nyy +&.
Then, for any ¥ € (99 — 8,90 + ), we arrive at Ay, —& < Ay < Ay, + &. Hence
Ay is a continuous function of ¢ € (0, J). (5.6)

Now we study the limit of A, as ¢ — 0. For any ¢ > 0, there exists w € Ay such that

ws3#0 onY and Ag-¢ <\/gﬂpHIW3|g—Ao||ﬂDw||%/2:Ao. (5.7)
In addition,
Ag < A(). (58)

Thus, making use of (2.6), (5.7), and (5.8), there exists a sufficiently small constant ©; €
(0, 9) such that, for any ¢ € (0, ¥;),

Ag—e< \/g[[p]]|w3|g — Ay ll/mDwW(§/2 = 9 |Vaws[§ < Ay < Ao. (5.9)
Hence we get

gig%) Ay = Ao,
which, together with (5.6), yields that

Ay is a continuous function of ¥ € [0, ¥.). (5.10)

Finally, we derive the upper bound (2.1) for Ay.
Recalling the definition of 9., we see from (3.4) that

gle] |W3|(2) < 19C|VhW3|§ forany w € H;,s'

Hence, by virtue of (2.6), for any given © € [0,9.), there exists w” € A, such that

o

A
0< A2 =F(w’, Ay) <glo] (¥ - 0)|wh 219 - = v/aDw’
which yields that

A
AF + S IV’ [ < glo)0c = w3 o/ 11
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By (3.6) and trace estimate (3.9), we can estimate that

I N
Similarly, we also have
|W3 |o = —”\/_Dwﬂ ”o‘

By the above two estimates, we derive from (5.11) that

N e e e W

0)
which yields that

A

(Ve = D) min{h—+ h—}. (5.12)

19 —_— T 9 9. b
4max{L?, L3} e e

Noting that ||,/ow” ||o = 1, by (3.16), we have

II\/ITDWl’ llo

!w3|0§—||~/—W§HL2 o5 liaa = = o

Putting the above estimate into (5.11) and then using Young’s inequality, we get

_ @le] @ - ¥))?
Ao = 492p_pu_Ay

which yields that

lp] @ - 19))2'

A3 <
TS 4920

(5.13)

Similarly, we also have

(glp] (@ - 0))2'

A <
4'19 P+

(5.14)

Summing up the above two estimates yields that

A, <( @lp] (. - 9))? )3 (5.15)
492 max{p, (., p_pu_}

which, together with (5.12), implies that
Ay <m. (5.16)

Consequently we complete the proof of Theorem 2.2 from (5.5), (5.10), and (5.16).
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6 Conclusion

We investigate the effect of (interface) surface tension on the linear Rayleigh—Taylor (RT)
instability in stratified incompressible viscous fluids. The existence of linear RT instability
solutions with largest growth rate A is proved under the instability condition (i.e., the
surface tension coefficient ¥ is less than a threshold ¥.) by the modified variational method
of PDEs. Moreover, we find a new upper bound for A. In particular, we directly observe
from the upper bound that A decreasingly converges to zero as ¥ goes from zero to the
threshold .. However, we have no idea to provide a numerical example, since it is very
difficult for us to do the numerical experiment for the motion of stratified fluids in three
dimensions. We will further investigate this topic in the future.
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