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#### Abstract

Let $X_{i}, i \geq 1$ be a sequence of random variables with different distributions $F_{i, i} i \geq 1$. The partial sums are denoted by $S_{n}=\sum_{i=1}^{n} X_{i}, n \geq 1$. This paper mainly investigates the precise large deviations of $S_{n}, n \geq 1$, for the widely orthant dependent random variables $X_{i,}, i \geq 1$. Under some mild conditions, the lower and upper bounds of the precise large deviations of the partial sums $S_{n}, n \geq 1$, are presented.
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## 1 Introduction

Let $X_{i}(i \geq 1)$ and $X$ be real-valued random variables (r.v.s) with distributions $F_{i}(i \geq 1)$ and $F$ and finite means $\mu_{i}(i \geq 1)$ and $\mu$, respectively. Let $S_{n}=\sum_{i=1}^{n} X_{i}, n \geq 1$, be the partial sums. This paper investigates the precise large deviations for these partial sums $S_{n}, n \geq 1$. That is to say, the paper studies the asymptotics of $P\left(S_{n}-E\left(S_{n}\right)>x\right)$, which holds uniformly for all $x \geq \gamma n$ for every fixed $\gamma>0$ as $n$ tends to $\infty$. In order to give the main results of this paper, we will introduce some notions and notation.

For a proper distribution $V$ on $(-\infty, \infty)$, let $\bar{V}=1-V$ be its tail. Throughout this paper, all limit relations without explicit limit procedure are with respect to $n \rightarrow \infty$. For two positive functions $a(x)$ and $b(x)$, we write $a(x)=o(b(x))$ if $\lim _{x \rightarrow \infty} a(x) / b(x)=0$ and write $a(x)=O(b(x))$ if $\lim \sup _{x \rightarrow \infty} a(x) / b(x)<\infty . \mathbf{1}_{A}$ is the indicator function of the event $A$. For a real-valued number $c$, let $c^{+}=\max \{0, c\}$ and $c^{-}=-\min \{0, c\}$.

In this paper, we consider the random variables with heavy-tailed distributions. Some subclasses of heavy-tailed distribution classes will be introduced in the following. If for all $\beta>0$,

$$
\int_{-\infty}^{\infty} e^{\beta x} V(d x)=\infty
$$

we say that the r.v. $\xi$ (or its corresponding distribution $V$ ) is heavy-tailed; otherwise, the r.v. $\xi$ (or $V$ ) is called light-tailed. A subclass of heavy-tailed distribution class is the class $\mathscr{D}$, which consists of all distributions with dominantly varying tails. Say that a distribution $V$
on $(-\infty, \infty)$ belongs to the class $\mathscr{D}$ if, for any $y \in(0,1)$,

$$
\limsup _{x \rightarrow \infty} \frac{\bar{V}(x y)}{\bar{V}(x)}<\infty
$$

Another slightly smaller class is the class $\mathscr{C}$, which consists of all distributions with consistently varying tails. We say that a distribution $V$ on $(-\infty, \infty)$ belongs to the class $\mathscr{C}$ if

$$
\lim _{y \nearrow 1} \limsup _{x \rightarrow \infty} \frac{\bar{V}(x y)}{\bar{V}(x)}=1, \quad \text { or, equivalently, } \quad \lim _{y \searrow 1} \liminf _{x \rightarrow \infty} \frac{\bar{V}(x y)}{\bar{V}(x)}=1
$$

A subclass of the class $\mathscr{C}$ is the class of distributions with regularly varying tails. A distribution $V$ on $(-\infty, \infty)$ is said to be regularly varying at infinity with index $\alpha$, denoted by $V \in \mathscr{R}_{-\alpha}$, if

$$
\lim _{x \rightarrow \infty} \frac{\bar{V}(x y)}{\bar{V}(x)}=y^{-\alpha}
$$

holds for some $0 \leq \alpha<\infty$ and all $y>0$ (see, e.g., Bingham et al. [1]).
For a distribution $V$, denote the upper Matuszewska index of $V$ by

$$
J_{V}^{+}=-\lim _{y \rightarrow \infty} \frac{\log \bar{V}_{*}(y)}{\log y}, \quad \text { with } \bar{V}_{*}(y):=\liminf _{x \rightarrow \infty} \frac{\bar{V}(x y)}{\bar{V}(x)}, y>1 .
$$

Let $L_{V}=\lim _{y \searrow 1} \bar{V}_{*}(y)$. From Chapter 2.1 of Bingham et al. [1], we know that the following assertions are equivalent:
(i) $\quad V \in \mathscr{D}$;
(ii) $0<L_{V} \leq 1$;
(iii) $J_{V}^{+}<\infty$.

From the definition of the class $\mathscr{C}$, it holds that $V \in \mathscr{C}$ if and only if $L_{V}=1$.
When $\left\{X_{i}, i \geq 1\right\}$ are independent and identically distributed r.v.s, some studies of the precise large deviations of the partial sums $S_{n}, n \geq 1$, can be found in Cline and Hsing [2], Heyde [3, 4], Heyde [5], Mikosch and Nagaev [6], Nagaev [7], Nagaev [8], Ng et al. [9] and so on. In Paulauskas and Skučaitė [10] and Skučaite [11], the precise large deviations of a sum of independent but not identically distributed random variables were investigated. This paper considers the dependent r.v.s with different distributions. We investigate the r.v.s with the wide dependence structure, which is introduced in Wang et al. [12].

Definition 1.1 For the r.v.s $\left\{\xi_{n}, n \geq 1\right\}$, if there exists a finite real sequence $\left\{g_{U}(n), n \geq 1\right\}$ satisfying, for each integer $n \geq 1$ and for all $x_{i} \in(-\infty, \infty), 1 \leq i \leq n$,

$$
\begin{equation*}
P\left(\bigcap_{i=1}^{n}\left\{\xi_{i}>x_{i}\right\}\right) \leq g_{U}(n) \prod_{i=1}^{n} P\left(\xi_{i}>x_{i}\right), \tag{1.1}
\end{equation*}
$$

then we say that the r.v.s $\left\{\xi_{n}, n \geq 1\right\}$ are widely upper orthant dependent (WUOD) with dominating coefficients $g_{U}(n), n \geq 1$; if there exists a finite real sequence $\left\{g_{L}(n), n \geq 1\right\}$
satisfying, for each integer $n \geq 1$ and for all $x_{i} \in(-\infty, \infty), 1 \leq i \leq n$,

$$
\begin{equation*}
P\left(\bigcap_{i=1}^{n}\left\{\xi_{i} \leq x_{i}\right\}\right) \leq g_{L}(n) \prod_{i=1}^{n} P\left(\xi_{i} \leq x_{i}\right), \tag{1.2}
\end{equation*}
$$

then we say that the r.v.s $\left\{\xi_{n}, n \geq 1\right\}$ are widely lower orthant dependent (WLOD) with dominating coefficients $g_{L}(n), n \geq 1$; if they are both WUOD and WLOD, then we say that the r.v.s $\left\{\xi_{n}, n \geq 1\right\}$ are widely orthant dependent (WOD).

Definition 1.1 shows that the wide dependence structure contains the commonly used notions of the negatively upper/lower orthant dependence (see Ebrahimi and Ghosh [13] and Block et al. [14]) and the extendedly negatively orthant dependence (see Liu [15], Chen et al. [16] and Shen [17]). Here, we present an example of WOD r.v.s, which is the example of Wang et al. [12].

Example 1.1 Assume that the random vectors $\left(\xi_{n}, \eta_{n}\right), n=1,2, \ldots$, are independent and, for each integer $n \geq 1$, the r.v.s $\xi_{n}$ and $\eta_{n}$ are dependent according to the Farlie-GumbelMorgenstern copula with the parameter $\theta_{n} \in[-1,1]$ :

$$
C_{\theta_{n}}(u, v)=u v+\theta_{n} u v(1-u)(1-v), \quad(u, v) \in[0,1]^{2},
$$

which is absolutely continuous with density

$$
c_{\theta_{n}}(u, v)=\frac{\partial^{2} C_{\theta_{n}}(u, v)}{\partial u \partial v}=1+\theta_{n}(1-2 u)(1-2 v), \quad(u, v) \in[0,1]^{2}
$$

(see, e.g., Example 3.12 in Nelsen [18]).
Suppose that the distributions of $\xi_{n}$ and $\eta_{n}, n=1,2, \ldots$, are absolutely continuous, denoted by $F_{\xi_{n}}$ and $F_{\eta_{n}}, n=1,2, \ldots$, respectively. Hence, by Sklar's theorem (see, e.g., Chapter 2 of Nelsen [18]), for each integer $n \geq 1$ and any $x_{n}, y_{n} \in(-\infty, \infty)$,

$$
\begin{aligned}
P\left(\xi_{n} \leq x_{n}, \eta_{n} \leq y_{n}\right) & =C_{\theta_{n}}\left(F_{\xi_{n}}\left(x_{n}\right), F_{\eta_{n}}\left(y_{n}\right)\right) \\
& =F_{\xi_{n}}\left(x_{n}\right) F_{\eta_{n}}\left(y_{n}\right)\left(1+\theta_{n} \overline{F_{\xi_{n}}}\left(x_{n}\right) \overline{F_{\eta_{n}}}\left(y_{n}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
P\left(\xi_{n}>x_{n}, \eta_{n}>y_{n}\right) & =\int_{F_{\xi_{n}}\left(x_{n}\right)}^{1} \int_{F_{\eta_{n}}\left(y_{n}\right)}^{1} c_{\theta_{n}}(u, v) d u d v \\
& =\overline{F_{\xi_{n}}}\left(x_{n}\right) \overline{F_{\eta_{n}}}\left(y_{n}\right)\left(1+\theta_{n} F_{\xi_{n}}\left(x_{n}\right) F_{\eta_{n}}\left(y_{n}\right)\right) .
\end{aligned}
$$

Therefore, for each $n \geq 1$, we have

$$
\begin{aligned}
a\left(\theta_{n}\right) & :=\sup _{x_{n}, y_{n} \in(-\infty, \infty)} \frac{P\left(\xi_{n} \leq x_{n}, \eta_{n} \leq y_{n}\right)}{P\left(\xi_{n} \leq x_{n}\right) P\left(\eta_{n} \leq y_{n}\right)} \\
& =\sup _{x_{n}, y_{n} \in(-\infty, \infty)} \frac{P\left(\xi_{n}>x_{n}, \eta_{n}>y_{n}\right)}{P\left(\xi_{n}>x_{n}\right) P\left(\eta_{n}>y_{n}\right)} \\
& = \begin{cases}1+\theta_{n} & 0<\theta_{n} \leq 1 ; \\
1 & -1 \leq \theta_{n} \leq 0,\end{cases}
\end{aligned}
$$

where, by convention, $\frac{0}{0}=1$. Thus, for each integer $n \geq 1$, we have

$$
\begin{aligned}
& \sup _{x_{i} y_{i} \in(-\infty, \infty), i=1, \ldots, n} \frac{P\left(\xi_{1} \leq x_{1}, \eta_{1} \leq y_{1}, \ldots, \xi_{n} \leq x_{n}, \eta_{n} \leq y_{n}\right)}{\prod_{i=1}^{n} P\left(\xi_{i} \leq x_{i}\right) P\left(\eta_{i} \leq y_{i}\right)} \\
& \quad=\sup _{x_{i}, y_{i} \in(-\infty, \infty), i=1, \ldots, n} \frac{\prod_{i=1}^{n} P\left(\xi_{i} \leq x_{i}, \eta_{i} \leq y_{i}\right)}{\prod_{i=1}^{n} P\left(\xi_{i} \leq x_{i}\right) P\left(\eta_{i} \leq y_{i}\right)}=\prod_{i=1}^{n} a\left(\theta_{i}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \sup _{x_{i}, y_{i} \in(-\infty, \infty), i=1, \ldots, n} \frac{P\left(\xi_{1} \leq x_{1}, \eta_{1} \leq y_{1}, \ldots, \xi_{n} \leq x_{n}\right)}{\prod_{i=1}^{n-1} P\left(\xi_{i} \leq x_{i}\right) P\left(\eta_{i} \leq y_{i}\right) P\left(\xi_{n} \leq x_{n}\right)} \\
& =\sup _{x_{i}, y_{i} \in(-\infty, \infty), i=1, \ldots, n} \frac{\prod_{i=1}^{n-1} P\left(\xi_{i} \leq x_{i}, \eta_{i} \leq y_{i}\right)}{\prod_{i=1}^{n-1} P\left(\xi_{i} \leq x_{i}\right) P\left(\eta_{i} \leq y_{i}\right)}=\prod_{i=1}^{n-1} a\left(\theta_{i}\right),
\end{aligned}
$$

where, by convention, $\prod_{i=1}^{0}=1$. Similarly, for each integer $n \geq 1$, we have

$$
\sup _{x_{i} y_{i} \in(-\infty, \infty), i=1, \ldots, n} \frac{P\left(\xi_{1}>x_{1}, \eta_{1}>y_{1}, \ldots, \xi_{n}>x_{n}, \eta_{n}>y_{n}\right)}{\prod_{i=1}^{n} P\left(\xi_{i}>x_{i}\right) P\left(\eta_{i}>y_{i}\right)}=\prod_{i=1}^{n} a\left(\theta_{i}\right)
$$

and

$$
\sup _{x_{i} y_{i} \in(-\infty, \infty), i=1, \ldots, n} \frac{P\left(\xi_{1}>x_{1}, \eta_{1}>y_{1}, \ldots, \xi_{n}>x_{n}\right)}{\prod_{i=1}^{n-1} P\left(\xi_{i}>x_{i}\right) P\left(\eta_{i}>y_{i}\right) P\left(\xi_{n}>x_{n}\right)}=\prod_{i=1}^{n-1} a\left(\theta_{i}\right) .
$$

Hence, for the r.v.s $\xi_{1}, \eta_{1}, \ldots, \xi_{n}, \eta_{n}, \ldots$, we can take

$$
g_{L}(n)=g_{U}(n)=\left\{\begin{array}{ll}
\prod_{i=1}^{m} a\left(\theta_{i}\right) & n=2 m, \\
\prod_{i=1}^{m-1} a\left(\theta_{i}\right) & n=2 m-1,
\end{array} \quad m \geq 1\right.
$$

which makes relations (1.1) and (1.2) be satisfied. That is to say, the r.v.s $\xi_{1}, \eta_{1}, \ldots, \xi_{n}, \eta_{n}, \ldots$, are WLOD and WUOD.

The wide dependent structure has been applied to many fields such as risk theory (see, e.g., Liu et al. [19], Wang et al. [20], Wang et al. [12], Mao et al. [21]), renewal theory (see, e.g., Wang and Cheng [22], Chen et al. [23]), complete convergence (Wang and Cheng [22], Qiu and Chen [24], Wang et al. [25], Chen et al. [23]), precise large deviations (see, e.g., Wang et al. [26], He et al. [27]) and some statistic fields (see, e.g., Wang and Hu [28]).

Wang et al. [12] gave the following properties of the wide dependent r.v.s.

Proposition 1.1 (1) Let $\left\{\xi_{n}, n \geq 1\right\}$ be WLOD (WUOD) with dominating coefficients $g_{L}(n)\left(g_{U}(n)\right), n \geq 1$. If $\left\{f_{n}(\cdot), n \geq 1\right\}$ are nondecreasing, then $\left\{f_{n}\left(\xi_{n}\right), n \geq 1\right\}$ are still WLOD (WUOD) with dominating coefficients $g_{L}(n)\left(g_{U}(n)\right), n \geq 1$. If $\left\{f_{n}(\cdot), n \geq 1\right\}$ are nonincreasing, then $\left\{f_{n}\left(\xi_{n}\right), n \geq 1\right\}$ are WUOD $(W L O D)$ with dominating coefficients $g_{L}(n)\left(g_{U}(n)\right)$, $n \geq 1$.
(2) If $\left\{\xi_{n}, n \geq 1\right\}$ are nonnegative and WUOD with dominating coefficients $g_{U}(n), n \geq 1$, then, for each $n \geq 1$,

$$
E \prod_{i=1}^{n} \xi_{i} \leq g_{U}(n) \prod_{i=1}^{n} E \xi_{i} .
$$

In particular, if $\left\{\xi_{n}, n \geq 1\right\}$ are WUOD with dominating coefficients $g_{U}(n), n \geq 1$, then, for each $n \geq 1$ and any $s>0$,

$$
E \exp \left\{s \prod_{i=1}^{n} \xi_{i}\right\} \leq g_{U}(n) \prod_{i=1}^{n} E \exp \left\{s \xi_{i}\right\}
$$

## 2 Main results

Now many studies of precise large deviations are focused on the dependent r.v.s. One can refer to Wang et al. [29], Liu [30], Tang [31], Liu [15], Yang and Wang [32], Wang et al. [20] and so on. Among them, Yang and Wang [32] consider the precise large deviations for extendedly negatively orthant dependent r.v.s, and Wang et al. [20] investigate the precise large deviations for WUOD and WLOD r.v.s. Their results have used the following assumptions.

Assumption 1 For some $T>0$,

$$
\begin{aligned}
& 0<c_{1}:=\liminf _{n \rightarrow \infty} \inf _{x \geq T} \frac{\sum_{i=1}^{n} \overline{F_{i}}(x)}{n \bar{F}(x)} \leq \limsup \sup _{n \rightarrow \infty} \frac{\sum_{i \geq 1}^{n} \overline{F_{i}}(x)}{n \bar{F}(x)}=: c_{2}<\infty, \\
& 0<c_{3}:=\liminf _{n \rightarrow \infty} \inf _{x \geq T} \frac{\sum_{i=1}^{n} F_{i}(-x)}{n F(-x)} \leq \limsup \sup _{n \rightarrow \infty} \frac{\sum_{i=1}^{n} F_{i}(-x)}{n F(-x)}=: c_{4}<\infty .
\end{aligned}
$$

Assumption 2 For all $i \geq 1, F_{i} \in \mathscr{D}$. Furthermore, assume that for any $\varepsilon>0$, there exist some $w_{1}=w_{1}(\varepsilon)>1$ and $x_{1}=x_{1}(\varepsilon)>0$, irrespective of $i$, such that for all $i \geq 1,1 \leq w \leq w_{1}$ and $x \geq x_{1}$,

$$
\frac{\overline{F_{i}}(w x)}{\overline{F_{i}}(x)} \geq L_{F_{i}}-\varepsilon
$$

or, equivalently, for any $\varepsilon>0$, there exist some $0<w_{2}=w_{2}(\varepsilon)<1$ and $x_{2}=x_{2}(\varepsilon)>0$, irrespective of $i$, such that for all $i \geq 1, w_{2} \leq w \leq 1$ and $x \geq x_{2}$,

$$
\frac{\overline{F_{i}}(w x)}{\overline{F_{i}}(x)} \leq L_{F_{i}}^{-1}+\varepsilon .
$$

Assumption 3 For all $i \geq 1, F_{i} \in \mathscr{D}$. Furthermore, assume that for any $0<\delta<1$, there exist some $v_{1}=v_{1}(\delta)>1$ and $x_{1}=x_{1}(\delta)>0$, irrespective of $i$, such that for all $i \geq 1,1 \leq v \leq v_{1}$ and $x \geq x_{1}$,

$$
\frac{\overline{F_{i}}(v x)}{\overline{F_{i}}(x)} \geq \delta L_{F_{i}}
$$

or, equivalently, for any $\delta>1$, there exist some $0<v_{2}=v_{2}(\delta)<1$ and $x_{2}=x_{2}(\delta)>0$, irrespective of $i$, such that for all $i \geq 1, v_{2} \leq v \leq 1$ and $x \geq x_{2}$,

$$
\frac{\overline{F_{i}}(v x)}{\overline{F_{i}}(x)} \leq \delta L_{F_{i}}^{-1}
$$

For the lower bound of the precise large deviations of the partial sums $S_{n}, n \geq 1$, of the WOD r.v.s, when $\mu_{i}=0, i \geq 1$, under Assumptions 1 and 3 and some other conditions, Theorem 2 of Wang et al. [20] obtained a lower bound: for every fixed $\gamma>0$,

$$
\liminf _{n \rightarrow \infty} \inf _{x \geq \gamma n} \frac{P\left(S_{n}>x\right)}{\sum_{i=1}^{n} L_{F_{i}} \overline{F_{i}}(x)} \geq 1 .
$$

The following result will still consider the WOD r.v.s $X_{i}$ with finite means $\mu_{i}, i \geq 1$, and only use Assumption 1 and some other conditions, without using Assumption 3, to obtain a lower bound of the precise large deviations of the partial sums $S_{n}, n \geq 1$.

Theorem 2.1 Let $\left\{X_{i}, i \geq 1\right\}$ be a sequence of $W O D$ r.v.s with dominating coefficients $g_{U}(n)(n \geq 1)$ and $g_{L}(n)(n \geq 1)$ satisfying, for any $\alpha \in(0,1)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g_{U}(n)(n \bar{F}(n))^{\alpha}=0 \tag{2.1}
\end{equation*}
$$

and for any $\beta \in(0,1)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g_{L}(n) n^{-\beta}=0 \tag{2.2}
\end{equation*}
$$

The distributions $\left\{F_{i}, i \geq 1\right\}$ and $F$ satisfy Assumption $1, F \in \mathscr{D}$ and

$$
\begin{equation*}
x F(-x)=o(\bar{F}(x)) . \tag{2.3}
\end{equation*}
$$

Suppose that, for some $r>1$,

$$
\sup _{i \geq 1} E\left(\left(\mu_{i}-X_{i}\right)^{+}\right)^{r}<\infty .
$$

Then, for every fixed $\gamma>0$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \inf _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \geq c_{1} L_{F} . \tag{2.4}
\end{equation*}
$$

For the upper bound of the precise large deviations of the partial sums $S_{n}, n \geq 1$, of the WUOD r.v.s, when $\mu_{i}=0, i \geq 1$, under Assumptions 1 and 2 and some other conditions, Theorem 1 of Wang et al. [20] gave an upper bound: for every fixed $\gamma>0$,

$$
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{P\left(S_{n}>x\right)}{\sum_{i=1}^{n} L_{F_{i}}^{-1} \overline{F_{i}}(x)} \leq 1 .
$$

In the following result, we will use the following Assumption 4 to replace Assumption 2 and give an upper bound of the precise large deviations of the partial sums $S_{n}, n \geq 1$, of the WUOD r.v.s. Assumption 4 is easier to verify than Assumption 2.

Assumption 4 The expectations $\mu_{i}, i \geq 1$, satisfy $\sum_{i=1}^{n} \mu_{i}=O(n)$.
Note that if $\sup _{i \geq 1} \mu_{i}<\infty$ then Assumption 4 is satisfied. Particularly, the identically distributed random variables satisfy Assumption 4.

Theorem 2.2 Let $\left\{X_{i}, i \geq 1\right\}$ be a sequence of WUOD r.v.s with dominating coefficients $g_{U}(n)(n \geq 1)$ satisfying (2.1). The distributions $\left\{F_{i}, i \geq 1\right\}$ and $F$ satisfy Assumptions 1 and 4 and $F \in \mathscr{D}$. Then, for every fixed $\gamma>0$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \leq c_{2} L_{F}^{-1} . \tag{2.5}
\end{equation*}
$$

If we strengthen Assumption 1 to the following assumption, Assumption 4 can be dropped in Theorem 2.2.

## Assumption 1*

$$
\begin{aligned}
& 0<c_{5}:=\liminf _{n \rightarrow \infty} \inf _{x \geq 0} \frac{\sum_{i=1}^{n} \overline{F_{i}}(x)}{n \bar{F}(x)} \leq \limsup _{n \rightarrow \infty} \sup _{x \geq 0} \frac{\sum_{i=1}^{n} \overline{F_{i}}(x)}{n \bar{F}(x)}=: c_{6}<\infty, \\
& 0<c_{7}:=\liminf _{n \rightarrow \infty} \inf _{x \geq 0} \frac{\sum_{i=1}^{n} F_{i}(-x)}{n F(-x)} \leq \limsup _{n \rightarrow \infty} \sup _{x \geq 0} \frac{\sum_{i=1}^{n} F_{i}(-x)}{n F(-x)}=: c_{8}<\infty .
\end{aligned}
$$

Theorem 2.3 Let $\left\{X_{i}, i \geq 1\right\}$ be a sequence of WUOD r.v.s with dominating coefficients $g_{U}(n)(n \geq 1)$ satisfying (2.1). The distributions $\left\{F_{i}, i \geq 1\right\}$ and $F$ satisfy Assumptions $1^{*}$ and $F \in \mathscr{D}$. Then, for every fixed $\gamma>0$,

$$
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \leq c_{6} L_{F}^{-1} .
$$

When $\left\{X_{i}, i \geq 1\right\}$ are independent but non-identically distributed r.v.s, then $g_{U}(n)=$ $g_{L}(n) \equiv 1, n \geq 1$, and (2.1) and (2.2) hold. By Theorems 2.1 and 2.2, the following two corollaries can be obtained.

Corollary 2.1 Let $\left\{X_{i}, i \geq 1\right\}$ be a sequence of independent but non-identically distributed r.v.s. The distributions $\left\{F_{i}, i \geq 1\right\}$ and $F$ satisfy Assumption $1, F \in \mathscr{C}$ and (2.3). Suppose that, for some $r>1, \sup _{i \geq 1} E\left(\left(\mu_{i}-X_{i}\right)^{+}\right)^{r}<\infty$. Then, for every fixed $\gamma>0$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \inf _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \geq c_{1} . \tag{2.6}
\end{equation*}
$$

Corollary 2.2 Let $\left\{X_{i}, i \geq 1\right\}$ be a sequence of independent but non-identically distributed r.v.s. The distributions $\left\{F_{i}, i \geq 1\right\}$ and $F$ satisfy Assumptions 1 and 4 and $F \in \mathscr{C}$. Then, for every fixed $\gamma>0$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \leq c_{2} . \tag{2.7}
\end{equation*}
$$

Remark 2.1 In Theorem of Paulauskas and Skučaite [10], the case that $\left\{X_{i}, i \geq 1\right\}$ is a sequence of independent but non-identically distributed r.v.s was also considered, and the following result was obtained.

Let $\left\{X_{i}, i \geq 1\right\}$ be a sequence of independent but non-identically distributed r.v.s. Assume that:
(1) $\mu_{i}=0$;
(2) $F \in \mathscr{R}_{-\alpha}$ for $\alpha>1$ and the distributions $\left\{F_{i}, i \geq 1\right\}$ and $F$ satisfy Assumption 1 for $c_{i} \equiv 1, i=1,2,3,4$.
(3) There exists a sequence of constants $a_{n}$ such that $a_{n} \uparrow \infty, \sup a_{n} n^{-1}<\infty$ and $\sum_{n=1}^{\infty} a_{n}^{-p} E\left|X_{n}\right|^{p}<\infty$ for some $1<p \leq 2$.
Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{P\left(S_{n}>t_{n}\right)}{n \bar{F}\left(t_{n}\right)}=1 \tag{2.8}
\end{equation*}
$$

for all sequences $t_{n} \in(-\infty, \infty)$ satisfying the conditions $\lim \sup _{n \rightarrow \infty} n t_{n}^{-1}<\infty$ and $\overline{F_{i}}\left(t_{n}\right)=$ $o\left(n \bar{F}\left(t_{n}\right)\right), i \geq 1$.

From the proof of Theorem of Paulauskas and Skučaite [10], we note that $t_{n}$ should be positive.

If conditions (1) and (2) hold, then the conditions of Corollary 2.2 are satisfied. If we let $a=\lim _{n \rightarrow \infty} \sup n t_{n}^{-1}$, then $a \in(0, \infty)$ and $t_{n} \geq(a+1)^{-1} n$ for large $n$. Thus, it follows from (2.7) that

$$
\limsup _{n \rightarrow \infty} \frac{P\left(S_{n}>t_{n}\right)}{n \bar{F}\left(t_{n}\right)} \leq 1
$$

which means that the upper bound of $P\left(S_{n}>t_{n}\right)$ in (2.8) can be obtained from Corollary 2.2.

Comparing Corollary 2.1 and Theorem of Paulauskas and Skučaitė [10], it can be found that they give the lower bound of the precise large deviations of $S_{n}, n \geq 1$, under different conditions.

When $\left\{X_{i}, i \geq 1\right\}$ and $X$ are identically distributed r.v.s, Assumptions 1 and $1^{*}$ are satisfied. The following two corollaries can be obtained directly from Theorems 2.1 and 2.3.

Corollary 2.3 Let $\left\{X_{i}, i \geq 1, X\right\}$ be identically distributed r.v.s with common distribution $F \in \mathscr{D}$. Assume that $\left\{X_{i}, i \geq 1\right\}$ are WOD r.v.s with dominating coefficients $g_{U}(n)(n \geq 1)$ and $g_{L}(n)(n \geq 1)$ satisfying (2.1) and (2.2). If $E\left(X^{-}\right)^{r}<\infty$ for some $r>1$ and relation (2.3) holds, then for every fixed $\gamma>0$,

$$
\liminf _{n \rightarrow \infty} \inf _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \geq L_{F} .
$$

Corollary 2.4 Let $\left\{X_{i}, i \geq 1, X\right\}$ be identically distributed r.v.s with common distribution $F \in \mathscr{D}$. Assume that $\left\{X_{i}, i \geq 1\right\}$ are WUOD r.v.s with dominating coefficients $g_{U}(n)(n \geq 1)$ satisfying (2.1). Then, for every fixed $\gamma>0$,

$$
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \leq L_{F}^{-1} .
$$

Remark 2.2 (1) We note that, for any fixed $d>0$ and $r>1$,

$$
\begin{equation*}
E\left((d-X)^{+}\right)^{r}<\infty \quad \Leftrightarrow \quad E\left(X^{-}\right)^{r}<\infty . \tag{2.9}
\end{equation*}
$$

In fact, on the one hand,

$$
\begin{aligned}
E\left((d-X)^{+}\right)^{r} & =E(d-X)^{r} \mathbf{1}_{\{0 \leq X \leq d\}}+E(d-X)^{r} \mathbf{1}_{\{X<0\}} \\
& \geq E\left(X^{-}\right)^{r} .
\end{aligned}
$$

On the other hand, by $C_{r}$-inequality, we have

$$
E\left((d-X)^{+}\right)^{r} \leq E\left(d+X^{-}\right)^{r} \leq 2^{r-1}\left(d^{r}+E\left(X^{-}\right)^{r}\right) .
$$

Thus (2.9) can be obtained.
(2) Corollaries 1 and 2 of Wang et al. [20] consider the identically distributed r.v.s $X_{i}(i \geq$ 1) with finite mean $\mu_{i}=0(i \geq 1)$. Corollaries 2.3 and 2.4 deal with the case that $\mu_{i} \neq 0$ ( $i \geq 1$ ). We note that when $\mu_{i} \neq 0, i \geq 1$, Corollaries 2.3 and 2.4 cannot be obtained directly from Corollaries 1 and 2 of Wang et al. [20].

## 3 Proofs of results

### 3.1 Some lemmas

Before proving the main results, we first give some lemmas. The following lemma is a combination of Proposition 2.2.1 of Bingham et al. [1] and Lemma 3.5 of Tang and Tsitsiashvili [33].

Lemma 3.1 If $V \in \mathscr{D}$, then
(1) for each $\rho>J_{V}^{+}$, there exist positive constants $A$ and $B$ such that the inequality

$$
\frac{\bar{V}(y)}{\bar{V}(x)} \leq A\left(\frac{x}{y}\right)^{\rho}
$$

holds for all $x \geq y \geq B$;
(2) it holds for each $\rho>J_{V}^{+}$that

$$
x^{-\rho}=o(\bar{V}(x)) .
$$

Lemma 3.2 Let $\left\{\xi_{k}, k \geq 1\right\}$ be WUOD r.v.s with dominating coefficients $g_{U}(n)(n \geq 1)$, with distributions $\left\{V_{k}, k \geq 1\right\}$ and finite mean 0 , satisfying $\sup _{k \geq 1} E\left(\xi_{k}^{+}\right)^{r}<\infty$ for some $r>1$. Then, for each fixed $\gamma>0$ and $p>0$, there exist positive numbers $v$ and $C=C(v, \gamma)$, irrespective of $x$ and $n$, such that for all $n=1,2, \ldots$ and $x \geq \gamma n$,

$$
P\left(\sum_{k=1}^{n} \xi_{k} \geq x\right) \leq \sum_{k=1}^{n} \overline{V_{k}}(v x)+C g_{U}(n) x^{-p} .
$$

This lemma extends Lemma 2.3 of Tang [31] to the WUOD r.v.s with different distributions. The proof is similar to the proof of Lemma 2.3 of Tang [31]. However, for the completeness of the proof, we give the following proof with some modifications.

Proof If we prove the result is correct for all $n>n_{0}$ and $x \geq \gamma n$, where $n_{0}$ is a positive integer, then using the inequality

$$
\begin{align*}
P\left(\sum_{k=1}^{n} \xi_{k} \geq x\right) & \leq \sum_{k=1}^{n} P\left(\xi_{k} \geq \frac{x}{n_{0}}\right) \\
& =\sum_{k=1}^{n} \overline{V_{k}}\left(\frac{x}{n_{0}}\right), \quad n=1,2, \ldots, n_{0}, \tag{3.1}
\end{align*}
$$

the result can be extended to all $n=1,2, \ldots$.
For any fixed $v>0$, we denote $\widetilde{\xi_{k}}=\min \left\{\xi_{k}, v x\right\}, k=1,2, \ldots$, by Proposition 1.1(1), they are still WUOD with dominating coefficients $g_{U}(n), n \geq 1$. Using a standard truncation argument, we get

$$
\begin{align*}
P\left(\sum_{k=1}^{n} \xi_{k} \geq x\right) & =P\left(\sum_{k=1}^{n} \xi_{k} \geq x, \max _{1 \leq k \leq n} \xi_{k}>v x\right)+P\left(\sum_{k=1}^{n} \xi_{k} \geq x, \max _{1 \leq k \leq n} \xi_{k} \leq v x\right) \\
& \leq \sum_{k=1}^{n} \overline{V_{k}}(v x)+P\left(\sum_{k=1}^{n} \widetilde{\xi}_{k} \geq x\right) . \tag{3.2}
\end{align*}
$$

Now, we estimate the second term in (3.2). For a positive number $h$, which we shall specify later, using Chebyshev's inequality and Proposition 1.1(2), we have

$$
\begin{equation*}
P\left(\sum_{k=1}^{n} \widetilde{\xi_{k}} \geq x\right) \leq g_{U}(n) e^{-h x} \prod_{i=1}^{n} E e^{h \widetilde{\xi_{k}}} \tag{3.3}
\end{equation*}
$$

For some $1<q<\min \{r, 2\}, E e^{h \widetilde{\xi_{k}}}$ is bounded from above by

$$
\begin{equation*}
\int_{-\infty}^{0}\left(e^{h u}-1\right) V_{k}(d u)+\int_{0}^{v x} \frac{e^{h u}-1-h u}{u^{q}} u^{q} V_{k}(d u)+\left(e^{h \nu x}-1\right) \overline{V_{k}}(v x)+h u_{k}^{+}+1, \tag{3.4}
\end{equation*}
$$

here $u_{k}^{+}=E \xi_{k} \mathbf{1}_{\left\{\xi_{k}>0\right\}}$. For the first term in (3.4), since

$$
0 \leq \frac{e^{h u}-1-h u}{h} \leq u\left(e^{h u}-1\right) \leq-u \quad \text { for all } u \leq 0
$$

by the dominated convergence theorem, we have

$$
\lim _{h \searrow 0} \frac{\int_{-\infty}^{0}\left(e^{h u}-1\right) V_{k}(d u)}{h}=\lim _{h \searrow 0} \int_{-\infty}^{0} \frac{e^{h u}-1-h u}{h} V_{k}(d u)+u_{k}^{-}=u_{k}^{-},
$$

where $u_{k}^{-}=E \xi_{k} \mathbf{1}_{\left\{\xi_{k} \leq 0\right\}}$. Hence, there exists a real function $\alpha(\cdot)$ with $\alpha(h) \rightarrow 0$ as $h \searrow 0$ such that

$$
\begin{equation*}
\int_{-\infty}^{0}\left(e^{h u}-1\right) V_{k}(d u)=(1+\alpha(h)) h u_{k}^{-} . \tag{3.5}
\end{equation*}
$$

By the monotonicity of $\left(e^{h u}-1-h u\right) / u^{q}$ for $u \in(0, \infty)$, the second term in (3.4) is bounded by

$$
\begin{equation*}
\frac{e^{h v x}-1-h v x}{(v x)^{q}} E\left(\xi_{k}^{+}\right)^{q} \tag{3.6}
\end{equation*}
$$

where $\xi_{k}^{+}=\max \left\{\xi_{k}, 0\right\}$. Applying (3.5) and (3.6) to (3.4), from (3.3) we obtain that

$$
\begin{align*}
& P\left(\sum_{k=1}^{n} \widetilde{\xi}_{k} \geq x\right) \\
& \quad \leq g_{U}(n) e^{-h x} \prod_{k=1}^{n}\left\{(1+\alpha(h)) h u_{k}^{-}+\frac{e^{h v x}-1-h v x}{(v x)^{q}} E\left(\xi_{k}^{+}\right)^{q}\right. \\
& \left.\quad+\left(e^{h v x}-1\right) \overline{V_{k}}(v x)+h u_{k}^{+}+1\right\} \\
& \quad \leq g_{U}(n) e^{-h x} \prod_{k=1}^{n} \exp \left\{(1+\alpha(h)) h u_{k}^{-}+\frac{e^{h v x}-1}{(v x)^{q}} E\left(\xi_{k}^{+}\right)^{q}+\left(e^{h v x}-1\right) \overline{V_{k}}(v x)+h u_{k}^{+}\right\} \\
& \quad=g_{U}(n) \exp \left\{\sum_{k=1}^{n} \alpha(h) h u_{k}^{-}+\frac{e^{h v x}-1}{(v x)^{q}} \sum_{k=1}^{n} E\left(\xi_{k}^{+}\right)^{q}+\left(e^{h v x}-1\right) \sum_{k=1}^{n} \overline{V_{k}}(v x)-h x\right\}, \tag{3.7}
\end{align*}
$$

where at the second step we use the inequality $s+1 \leq e^{s}$ for all $s$. In (3.7), take

$$
h=\frac{1}{v x} \log \left(\frac{v^{q-1} x^{q}}{\sum_{k=1}^{n} E\left(\xi_{k}^{+}\right)^{q}}+1\right)
$$

Since $\sup _{k \geq 1} E\left(\xi_{k}\right)^{r}<\infty$, there exists a constant $M_{1}>0$, irrespective of $x$ and $n$, such that for all $n=1,2, \ldots$,

$$
\left|\sum_{k=1}^{n} u_{k}^{-}\right|=\sum_{k=1}^{n} u_{k}^{+} \leq n M_{1} .
$$

By some calculation, we know that, for all large $n$ such that for all $x \geq \gamma n$,

$$
\left|\alpha(h) M_{1}\right| \leq \frac{1}{2} \gamma .
$$

Then, for all large $n$ and $x \geq \gamma n$,

$$
\left|\sum_{k=1}^{n} \alpha(h) u_{k}^{-}\right| \leq \frac{1}{2} \gamma n \leq \frac{x}{2} .
$$

Therefore, for all large $n$ and $x \geq \gamma n$, the right-hand side of (3.7) is bounded from above by

$$
\begin{aligned}
g_{U}(n) & \exp \left\{\frac{1}{2 v} \log \left(\frac{v^{q-1} x^{q}}{\sum_{k=1}^{n} E\left(\xi_{k}^{+}\right)^{q}}+1\right)+\frac{1}{v}+\frac{v^{q-1} x^{q} \sum_{k=1}^{n} \overline{V_{k}}(v x)}{\sum_{k=1}^{n} E\left(\xi_{k}^{+}\right)^{q}}\right. \\
& \left.-\frac{1}{v} \log \left(\frac{v^{q-1} x^{q}}{\sum_{k=1}^{n} E\left(\xi_{k}^{+}\right)^{q}}+1\right)\right\}
\end{aligned}
$$

$$
\begin{align*}
& \leq g_{U}(n) \exp \left\{\frac{1}{v}+\frac{v^{q-1} x^{q} \sum_{k=1}^{n} \overline{V_{k}}(v x)}{\sum_{k=1}^{n} E\left(\xi_{k}^{+}\right)^{q}}\right\}\left(\frac{v^{q-1} x^{q}}{\sum_{k=1}^{n} E\left(\xi_{k}^{+}\right)^{q}}\right)^{-\frac{1}{2 v}} \\
& =g_{U}(n) \exp \left\{\frac{1}{v}+\frac{v^{q-1} x^{q} \sum_{k=1}^{n} \overline{V_{k}}(v x)}{\sum_{k=1}^{n} E\left(\xi_{k}^{+}\right)^{q}}\right\}\left(\frac{v^{q-1} x}{\sum_{k=1}^{n} E\left(\xi_{k}^{+}\right)^{q}}\right)^{-\frac{1}{2 v}} x^{-\frac{q-1}{2 v}} \\
& \leq g_{U}(n) \exp \left\{\frac{1}{v}+\frac{v^{q-1} x^{q} \sum_{k=1}^{n} \overline{V_{k}}(v x)}{\sum_{k=1}^{n} E\left(\xi_{k}^{+}\right)^{q}}\right\}\left(\frac{v^{q-1} \gamma}{\max _{k \geq 1} E\left(\xi_{k}^{+}\right)^{q}}\right)^{-\frac{1}{2 v}} x^{-\frac{q-1}{2 v}} . \tag{3.8}
\end{align*}
$$

Since, for each $k=1,2, \ldots$ and for all $x>0$,

$$
E\left(\xi_{k}^{+}\right)^{q} \geq \int_{x}^{\infty} u^{q} V_{k}(d u) \geq x^{q} \overline{V_{k}}(x)
$$

then the right-hand side of (3.8) is bounded from above by

$$
g_{U}(n) e^{\frac{2}{v}}\left(\frac{v^{q-1} \gamma}{\max _{k \geq 1} E\left(\xi_{k}^{+}\right)^{q}}\right)^{-\frac{1}{2 v}} x^{-\frac{q-1}{2 v}}=: C g_{U}(n) x^{-\frac{q-1}{2 v}} \leq C g_{U}(n) x^{-p}
$$

where $C=e^{\frac{2}{v}}\left(\frac{\nu^{q-1} \gamma}{\max _{k \geq 1} E\left(\xi_{k}^{+}\right)^{q}}\right)^{-\frac{1}{2 v}}<\infty$. In the last step, we take a proper $v>0$ such that $\frac{q-1}{2 v}>p$. This completes the proof of this lemma.

Lemma 3.3 Assumption 1* implies Assumptions 1 and 4.

Proof It is clear that Assumption 1* implies Assumption 1. Now we prove Assumption 1* implies Assumption 4. For sufficiently large $n$, by Assumption $1^{*}$, we have

$$
\begin{aligned}
\sum_{i=1}^{n}\left|\mu_{i}\right| & \leq \sum_{i=1}^{n} \int_{0}^{\infty}\left(\overline{F_{i}}(y)+F_{i}(-y)\right) d y \\
& \leq 2 n \int_{0}^{\infty}\left(c_{6} \bar{F}(y)+c_{8} F(-y)\right) d y<\infty
\end{aligned}
$$

which means that Assumption 4 holds. This completes the proof of this lemma.

### 3.2 Proof of Theorem 2.1

We use the line of proof of Theorem 3.1 in Ng et al. [9] to prove this result. For any $\lambda>1$,

$$
\begin{aligned}
& P\left(S_{n}-E\left(S_{n}\right)>x\right) \\
& \quad \geq P\left(S_{n}-\sum_{k=1}^{n} \mu_{k}>x, \bigcup_{j=1}^{n}\left\{X_{j}>\lambda x\right\}\right) \\
& \quad \geq \sum_{j=1}^{n} P\left(S_{n}-\sum_{k=1}^{n} \mu_{k}>x, X_{j}>\lambda x\right)-\sum_{1 \leq j<l \leq n} P\left(S_{n}-\sum_{k=1}^{n} \mu_{k}>x, X_{j}>\lambda x, X_{l}>\lambda x\right) \\
& \quad \geq \sum_{j=1}^{n} P\left(S_{n}-\sum_{k=1}^{n} \mu_{k}>x, X_{j}>\lambda x\right)-\sum_{1 \leq j<l \leq n} P\left(X_{j}>\lambda x, X_{l}>\lambda x\right) \\
& \quad \geq \sum_{j=1}^{n} P\left(S_{n}-X_{j}-\sum_{k=1}^{n} \mu_{k}>x-\lambda x, X_{j}>\lambda x\right)-g_{U}(n)\left(\sum_{j=1}^{n} \overline{F_{j}}(\lambda x)\right)^{2}
\end{aligned}
$$

$$
\begin{align*}
& \geq \sum_{j=1}^{n} \overline{F_{j}}(\lambda x)-\sum_{j=1}^{n} P\left(S_{n}^{(j)}-\sum_{k=1}^{n} \mu_{k} \leq(1-\lambda) x\right)-g_{U}(n)\left(\sum_{j=1}^{n} \overline{F_{j}}(\lambda x)\right)^{2} \\
& =\sum_{j=1}^{n} \overline{F_{j}}(\lambda x)\left(1-g_{U}(n) \sum_{j=1}^{n} \overline{F_{j}}(\lambda x)\right)-\sum_{j=1}^{n} P\left(S_{n}^{(j)}-\sum_{k=1}^{n} \mu_{k} \leq(1-\lambda) x\right) \\
& =: I_{1}-I_{2} \tag{3.9}
\end{align*}
$$

where $S_{n}^{(j)}=\sum_{1 \leq k \neq j \leq n} X_{k}$. In the fourth step, the definition of WUOD was used, and we use an elementary inequality $P(A B) \geq P(B)-P\left(A^{c}\right)$ for all events $A$ and $B$ in the fifth step.
We estimate the second term in (3.9). For all large $n$ and $x \geq \gamma n$, we have

$$
I_{2} \leq \sum_{j=1}^{n} P\left(\sum_{1 \leq k \neq j \leq n}\left(\mu_{k}-X_{k}\right) \geq \frac{(\lambda-1) x}{2}\right)
$$

By Proposition 1.1(1), the r.v.s $\left\{\mu_{k}-X_{k}, k \geq 1\right\}$ are WUOD with dominating coefficients $g_{L}(n), n \geq 1$. Then, for arbitrarily fixed $\gamma>0$ and $\beta \in(0,1)$, by Lemma 3.2, there exist positive constants $v_{0}$ and $C$, irrespective of $x$ and $n$, such that

$$
\begin{aligned}
& \sum_{j=1}^{n} P\left(\sum_{1 \leq k \neq j \leq n}\left(\mu_{k}-X_{k}\right) \geq \frac{(\lambda-1) x}{2}\right) \\
& \quad \leq \sum_{j=1}^{n} \sum_{1 \leq k \neq j \leq n} P\left(\mu_{k}-X_{k} \geq \frac{(\lambda-1) x}{2 v_{0}}\right)+\operatorname{Cng}_{L}(n) x^{-\left(\beta++_{F}^{+}\right)} \\
& \quad \leq n \sum_{k=1}^{n} F_{k}\left(\frac{-(\lambda-1) x}{4 v_{0}}\right)+\operatorname{Cng}_{L}(n) x^{-\left(\beta+J_{F}^{+}\right)}
\end{aligned}
$$

holds for all large $n$ and $x \geq \gamma n$. By Lemma 3.1(2), $F \in \mathscr{D}$ and (2.2), for all large $n$ and $x \geq \gamma n$,

$$
\begin{aligned}
n g_{L}(n) x^{-\left(\beta+J_{F}^{+}\right)} & =n g_{L}(n) x^{-\frac{\beta}{2}} x^{-\left(\frac{\beta}{2}+t_{F}^{+}\right)} \\
& \leq n g_{L}(n) n^{-\frac{\beta}{2}} \gamma^{-\frac{\beta}{2}} x^{-\left(\frac{\beta}{2}+J_{F}^{+}\right)} \\
& =o(n \bar{F}(\lambda x)) .
\end{aligned}
$$

By Assumption $1, F \in \mathscr{D}$ and (2.3),

$$
\begin{aligned}
& \limsup \sup _{n \rightarrow \infty} \frac{\sum_{k=1}^{n} F_{k}\left(\frac{-(\lambda-1) x}{4 v_{0}}\right)}{\bar{F}(\lambda x)} \\
& \quad \leq \limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{\sum_{k=1}^{n} F_{k}\left(\frac{-(\lambda-1) x}{4 v_{0}}\right)}{n F\left(\frac{-(\lambda-1) x}{4 v_{0}}\right)} \gamma^{-1} \limsup _{x \rightarrow \infty} \frac{x F\left(\frac{-(\lambda-1) x}{4 v_{0}}\right)}{\bar{F}\left(\frac{(\lambda-1) x}{4 v_{0}}\right)} \limsup _{x \rightarrow \infty} \frac{\bar{F}\left(\frac{(\lambda-1) x}{4 v_{0}}\right)}{\bar{F}(\lambda x)} \\
& \quad=0 .
\end{aligned}
$$

Therefore, it holds that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{I_{2}}{n \bar{F}(\lambda x)}=0 . \tag{3.10}
\end{equation*}
$$

Now we estimate $I_{1}$. By (2.1), $F \in \mathscr{D}$ and Assumption 1,

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} g_{U}(n) \sum_{j=1}^{n} \overline{F_{j}}(\lambda x) \\
& \quad \leq \limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} g_{U}(n) n \bar{F}(n) \frac{\bar{F}(\lambda \gamma n)}{\bar{F}(n)} \frac{\sum_{j=1}^{n} \overline{F_{j}}(\lambda x)}{n \bar{F}(\lambda x)} \\
& \quad \leq \limsup _{n \rightarrow \infty} g_{U}(n) n \bar{F}(n) \limsup _{n \rightarrow \infty} \frac{\bar{F}(\lambda \gamma n)}{\bar{F}(n)} \limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{\sum_{j=1}^{n} \overline{F_{j}}(\lambda x)}{n \bar{F}(\lambda x)} \\
& \quad=0 .
\end{aligned}
$$

By Assumption 1, we have that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \inf _{x \geq \gamma n} \frac{I_{1}}{n \bar{F}(\lambda x)} \geq \liminf _{n \rightarrow \infty} \inf _{x \geq \gamma n} \frac{\sum_{j=1}^{n} \overline{F_{j}}(\lambda x)}{n \bar{F}(\lambda x)} \geq c_{1} . \tag{3.11}
\end{equation*}
$$

Thus, by (3.9)-(3.11),

$$
\liminf _{n \rightarrow \infty} \inf _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \geq c_{1} \lim _{\lambda \searrow 1} \liminf _{x \rightarrow \infty} \frac{\bar{F}(\lambda x)}{\bar{F}(x)}=c_{1} L_{F} .
$$

The proof of Theorem 2.1 is completed.

### 3.3 Proof of Theorem 2.2

For any fixed positive integer $m$ and for any $\theta \in\left(0, \frac{m}{m+1}\right)$, we define $\widetilde{X}_{k}:=\min \left\{X_{k}, \theta x\right\}, k \geq 1$, $\widetilde{S_{n}}:=\sum_{k=1}^{n} \widetilde{X}_{k}, n \geq 1$ and $\widetilde{x_{n}}:=x+\sum_{k=1}^{n} \mu_{k}, n \geq 1$. By a standard truncation argument, we have

$$
\begin{align*}
& P\left(S_{n}-E\left(S_{n}\right)>x\right) \\
& \quad=P\left(S_{n}-\sum_{k=1}^{n} \mu_{k}>x, \max _{1 \leq k \leq n} X_{k}>\theta x\right)+P\left(S_{n}-\sum_{k=1}^{n} \mu_{k}>x, \max _{1 \leq k \leq n} X_{k} \leq \theta x\right) \\
& \quad \leq \sum_{k=1}^{n} P\left(X_{k}>\theta x\right)+P\left(\widetilde{S_{n}}>\widetilde{x_{n}}\right) . \tag{3.12}
\end{align*}
$$

We estimate the second term in (3.12). Let $a=\max \left\{-m^{-1} \log (n \bar{F}(\theta x)), 1\right\}$, which tends to $\infty$ uniformly for $x \geq \gamma n$ when $n$ tends to $\infty$. For any fixed $h=h(x, n)>0$, when $n$ is sufficiently large, we have

$$
\begin{aligned}
& \frac{P\left(\widetilde{S_{n}}>\widetilde{x_{n}}\right)}{n \bar{F}(\theta x)} \\
& \quad \leq g_{U}(n) e^{m a-h \widetilde{x_{n}}} \prod_{k=1}^{n} E e^{h \widetilde{x_{k}}} \\
& \quad=g_{U}(n) e^{m a-h \widetilde{x_{n}}} \prod_{k=1}^{n}\left\{\int_{-\infty}^{\theta x}\left(e^{h y}-1\right) F_{k}(d y)+\left(e^{h \theta x}-1\right) \overline{F_{k}}(\theta x)+1\right\}
\end{aligned}
$$

$$
\begin{align*}
& \leq g_{U}(n) \exp \left\{m a-h \widetilde{x_{n}}+\sum_{k=1}^{n} \int_{-\infty}^{\theta x}\left(e^{h y}-1\right) F_{k}(d y)+\left(e^{h \theta x}-1\right) \sum_{k=1}^{n} \overline{F_{k}}(\theta x)\right\} \\
& \leq g_{U}(n) \exp \left\{m a-h \widetilde{x_{n}}+\sum_{k=1}^{n}\left(e^{\frac{h \theta x}{a^{2}}} \int_{-\infty}^{\frac{\theta x}{a^{2}}} h t F_{k}(d y)+e^{h \theta x} \overline{F_{k}}\left(\frac{\theta x}{a^{2}}\right)\right)\right. \\
& \left.\quad+\left(e^{h \theta x}-1\right) \sum_{k=1}^{n} \overline{F_{k}}(\theta x)\right\} \\
& \leq g_{U}(n) \exp \left\{m a-h \widetilde{x_{n}}+e^{\frac{h \theta x}{a^{2}}} h \sum_{k=1}^{n} \mu_{k}+e^{h \theta x} \sum_{k=1}^{n} \overline{F_{k}}\left(\frac{\theta x}{a^{2}}\right)+\left(e^{h \theta x}-1\right) \sum_{k=1}^{n} \overline{F_{k}}(\theta x)\right\} \\
& =g_{U}(n) \exp \left\{m a-h x+h\left(e^{\frac{h \theta x}{a^{2}}}-1\right) \sum_{k=1}^{n} \mu_{k}+e^{h \theta x} \sum_{k=1}^{n} \overline{F_{k}}\left(\frac{\theta x}{a^{2}}\right)\right. \\
& \left.\quad+\left(e^{h \theta x}-1\right) \sum_{k=1}^{n} \overline{F_{k}}(\theta x)\right\} . \tag{3.13}
\end{align*}
$$

For $\rho>J_{F}^{+}$, take $h=\frac{m a-2 \rho \log a}{\theta x}$. By Assumption 4, for all large $n$ and $x \geq \gamma n$, it holds that

$$
\begin{align*}
h\left(e^{\frac{h \theta x}{a^{2}}}-1\right) \sum_{k=1}^{n} \mu_{k} & =h\left(e^{\frac{m}{a}} e^{-\rho \frac{\log a^{2}}{a^{2}}}-1\right) \sum_{k=1}^{n} \mu_{k} \\
& =o(1) h n \\
& =o(h x) . \tag{3.14}
\end{align*}
$$

For any $\delta_{1}>0$, by Assumption 1 and Lemma 3.1(1), for all large $n$ and $x \geq \gamma n$, it holds that

$$
\begin{align*}
e^{h \theta x} \sum_{k=1}^{n} \overline{F_{k}}\left(\frac{\theta x}{a^{2}}\right) & \leq e^{h \theta x} n \bar{F}\left(\frac{\theta x}{a^{2}}\right)\left(c_{2}+\delta_{1}\right) \\
& \leq e^{h \theta x} n A a^{2 \rho} \bar{F}(\theta x)\left(c_{2}+\delta_{1}\right) \\
& =A\left(c_{2}+\delta_{1}\right) \tag{3.15}
\end{align*}
$$

For the above $\delta_{1}>0$, by Assumption 1, for all large $n$ and $x \geq \gamma n$, it holds that

$$
\begin{align*}
\left(e^{h \theta x}-1\right) \sum_{k=1}^{n} \overline{F_{k}}(\theta x) & \leq\left(e^{h \theta x}-1\right) n \bar{F}(\theta x)\left(c_{2}+\delta_{1}\right) \\
& =\left(a^{-2 \rho}-e^{-m a}\right)\left(c_{2}+\delta_{1}\right) \\
& =o(1) \tag{3.16}
\end{align*}
$$

Hence, by (3.13)-(3.16), for all large $n$ and $x \geq \gamma n$,

$$
\begin{aligned}
\frac{P\left(\tilde{S_{n}}>\tilde{x_{n}}\right)}{n \bar{F}(\theta x)} & \leq g_{U}(n) e^{-a} \exp \left\{m a-h x+o(h x)+A\left(c_{2}+\delta_{1}\right)+o(1)+a\right\} \\
& =g_{U}(n)(n \bar{F}(\theta x))^{\frac{1}{m}} \exp \left\{a\left(m+1-\frac{m}{\theta}+o(1)\right)+A\left(c_{2}+\delta_{1}\right)+o(1)\right\} .
\end{aligned}
$$

By (2.1) and $F \in \mathscr{D}$,

$$
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} g_{U}(n)(n \bar{F}(\theta x))^{\frac{1}{m}}=0 .
$$

Since $m+1-\frac{m}{\theta}<0$ and $\liminf _{n \rightarrow \infty} \inf _{x \geq \gamma n} a=\infty$, it holds that

$$
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{P\left(\tilde{S_{n}}>\tilde{x_{n}}\right)}{n \bar{F}(\theta x)}=0 .
$$

Hence, by (3.12),

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(\theta x)} \leq \limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{\sum_{k=1}^{n} \overline{F_{k}}(\theta x)}{n \bar{F}(\theta x)} \leq c_{2} . \tag{3.17}
\end{equation*}
$$

By the definition of $L_{F}$, for any $\varepsilon>0$, there exist $x_{0}>0$ and $0<\theta_{0}<1$ such that for all $x \geq x_{0}$ and $\theta_{0} \leq \theta \leq 1$,

$$
\begin{equation*}
\frac{\bar{F}(\theta x)}{\bar{F}(x)} \leq L_{F}^{-1}+\varepsilon \tag{3.18}
\end{equation*}
$$

Take a positive integer $m$ such that $\theta \leq \frac{m}{m+1}$. Then, for all $\theta_{0} \leq \theta \leq \frac{m}{m+1}$, by (3.17) and (3.18),

$$
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \leq c_{2}\left(L_{F}^{-1}+\varepsilon\right)
$$

By the arbitrariness of $\varepsilon$, it holds that

$$
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \leq c_{2} L_{F}^{-1}
$$

This completes the proof of Theorem 2.2.

### 3.4 Proof of Theorem 2.3

By Lemma 3.3, we know that Assumptions 1 and 4 are satisfied, and for any fixed $T>0$,

$$
\limsup _{n \rightarrow \infty} \sup _{x \geq T} \frac{\sum_{i=1}^{n} \overline{F_{i}}(x)}{n \bar{F}(x)} \leq \limsup _{n \rightarrow \infty} \sup _{x \geq 0} \frac{\sum_{i=1}^{n} \overline{F_{i}}(x)}{n \bar{F}(x)}=c_{6} .
$$

Thus, by Theorem 2.2, for every fixed $\gamma>0$ and some fixed $T>0$,

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \sup _{x \geq \gamma n} \frac{P\left(S_{n}-E\left(S_{n}\right)>x\right)}{n \bar{F}(x)} & \leq L_{F}^{-1} \limsup _{n \rightarrow \infty} \sup _{x \geq T} \frac{\sum_{i=1}^{n} \overline{F_{i}}(x)}{n \bar{F}(x)} \\
& \leq c_{6} L_{F}^{-1} .
\end{aligned}
$$

This completes the proof of Theorem 2.3.

## Acknowledgements

The authors wish to thank the referees and Prof. Yuebao Wang for their valuable comments on an earlier version of this paper. This work is supported by the National Natural Science Foundation of China (No. 11401418 ), the 333 Talent Training Project of Jiangsu Province, the Jiangsu Province Key Discipline in the 13th Five-Year Plan, the Postgraduate Research \& Practice Innovation Program of SUST (No. SKCX16_056) and the Postgraduate Research \& Practice Innovation Program of Jiangsu Province (No. KYCX17_2058).

## Competing interests

The authors declare that they have no competing interests.

## Authors' contributions

MG found the main reference of this paper in the literature study and read it with LC in the corresponding author KW's workshop. Then KW put forward the main problem and some ideas and methods to deal with the problem. Finally, LC and MG carried out concretely the above ideas and methods, and KW accomplished this paper. All authors read and approved the final manuscript.

## Publisher's Note

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

## Received: 15 July 2017 Accepted: 7 January 2018 Published online: 16 January 2018

## References

1. Bingham, NH, Goldie, CM: Teugels, JL: Regular Variation, Cambridge University Press, Cambridge (1987)
2. Cline, DBH, Hsing, T: Large deviation probabilities for sums and maxima of random variables with heavy or subexponential tails, preprint (1991)
3. Heyde, CC: A contribution to the theory of large deviations for sums of independent random variables Z. Wahrscheinlichkeitstheor. Verw. Geb. 7, 303-308 (1967)
4. Heyde, CC: On large deviation problems for sums of random variables which are not attracted to the normal law. Ann. Math. Stat. 38(5), 1575-1578 (1967)
5. Heyde, CC: On large deviation probabilities in the case of attraction to a non-normal stable law. Sankhya 30, 253-258 (1968)
6. Mikosch, T, Nagaev, AV: Large deviations of heavy-tailed sums with applications in insurance. Extremes 1, 81-110 (1998)
7. Nagaev, AV: Integral limit theorems for large deviations when Cramer's condition is not fulfilled I. Theory Probab. Appl. 14, 51-64 (1969)
8. Nagaev, SV: Large deviations of sums of independent random variables. Ann. Probab. 7, 754-789 (1979)
9. Ng, KW, Tang, Q, Yan, J, Yang, H: Precise large deviations for sums of random variables with consistently varying tails. J. Appl. Probab. 41, 93-107 (2004)
10. Paulauskas, V, Skučaitė, A: Some asymptotic results for one-sided large deviation probabilities. Lith. Math. J. 43, 318-326 (2003)
11. Skučaité, A: Large deviations for sums of independent heavy-tailed random variables. Lith. Math. J. 44, 198-208 (2004)
12. Wang, K, Wang, Y: Gao, Q: Uniform asymptotics for the finite-time ruin probability of a new dependent risk model with a constant interest rate. Methodol. Comput. Appl. Probab. 15, 109-124 (2013)
13. Ebrahimi, N, Ghosh, M: Multivariate negative dependence. Commun. Stat., Theory Methods 10, 307-337 (1981)
14. Block, HW, Savits, TH, Shaked, M: Some concepts of negative dependence. Ann. Probab. 10, 765-772 (1982)
15. Liu, L: Precise large deviations for dependent random variables with heavy tails. Stat. Probab. Lett. 79, 1290-1298 (2009)
16. Chen, $\mathrm{Y}, \mathrm{Chen}, \mathrm{A}, \mathrm{Ng}, \mathrm{KW}$ : The strong law of large numbers for extended negatively dependent random variables. J. Appl. Probab. 47, 908-922 (2010)
17. Shen, A: Probability inequalities for END sequence and their applications. Arch. Inequal. Appl. 2011, Article ID 98 (2011)
18. Nelsen, RB: An Introduction to Copulas, 2nd edn. Springer, New York (2006)
19. Liu, X, Gao, Q, Wang, Y: A note on a dependent risk model with constant interest rate. Stat. Probab. Lett. 82, 707-712 (2012)
20. Wang, Y, Cui, Z, Wang, K, Ma, X: Uniform asymptotics of the finite-time ruin probability for all times. J. Math. Anal. Appl. 390, 208-223 (2012)
21. Mao, Y, Wang, K, Zhu, L, Ren, Y: Asymptotics for the finite-time ruin probability of a risk model with a general counting process. Jpn. J. Ind. Appl. Math. 34(1), 243-252 (2017)
22. Wang, Y, Cheng, D: Basic renewal theorems for random walks with widely dependent increments. J. Math. Anal. Appl. 384, 597-606 (2011)
23. Chen, W, Wang, Y, Cheng, D: An inequality of widely dependent random variables and its applications. Lith. Math. J. 56(1), 16-31 (2016)
24. Qiu, D, Chen, P: Complete moment convergence for weighted sums of widely orthant dependent random variables. Acta Math. Sin. Engl. Ser. 30, 1539-1548 (2014)
25. Wang, X, Xu, C, Hu, T, Volodin, A, Hu, S: On complete convergence for widely orthant-dependent random variables and its applications in nonparametric regression models. Test 23, 607-629 (2014)
26. Wang, K, Yang, Y: Lin, J: Precise large deviations for widely orthant dependent random variables with dominatedly varying tails. Front. Math. China 7, 919-932 (2012)
27. He, W, Cheng, D, Wang, Y: Asymptotic lower bounds of precise large deviations with nonnegative and dependent random variables. Stat. Probab. Lett. 83, 331-338 (2013)
28. Wang, $\mathrm{X}, \mathrm{Hu}, \mathrm{S}$ : The consistency of the nearest neighbor estimator of the density function based on WOD samples. J. Math. Anal. Appl. 429, 497-512 (2015)
29. Wang, Y, Wang, K, Cheng, D: Precise large deviations for sums of negatively associated random variables with common dominatedly varying tails. Acta Math. Sin. Engl. Ser. 22, 1725-1734 (2006)
30. Liu, Y: Precise large deviations for negatively associated random variables with consistently varying tails. Stat. Probab. Lett. 77, 181-189 (2007)
31. Tang, Q: Insensitivity to negative dependence of the asymptotic behavior of precise deviations. Electron. J. Probab. 11, 107-120 (2006)
32. Yang, Y, Wang, K: Precise large deviations for dependent random variables with applications to the compound renewal risk model. Rocky Mt. J. Math. 43(4), 1395-1414 (2013)
33. Tang, Q, Tsitsiashvili, G: Precise estimates for the ruin probability in finite horizon in a discrete-time model with heavy-tailed insurance and financial risks. Stoch. Process. Appl. 108, 299-325 (2003)

## Submit your manuscript to a SpringerOpen ${ }^{\ominus}$ journal and benefit from:

- Convenient online submission
- Rigorous peer review
- Open access: articles freely available online
- High visibility within the field
- Retaining the copyright to your article

