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1 Introduction
We consider the following bilinear parabolic optimal control problem:

min > [ () e gy [ ) (L)
uek 2 Jq

Ay(t, x) — diV(A(x)Vy(t, x)) +ult,x)y(t,x) =f(t,x), te],xe, 1.2)
y(t,x)=0, te],xed, (1.3)
¥(0,%) =yo(x), x€, (1.4)

where Q € R? is a convex polygon with the boundary 8, and J = [0, T] (0 < T < +00). The
coefficient matrix A(x) = (@;(x))ax2 € [WP*°(2)]**? is a symmetric and positive definite.
Moreover, we assume that f(¢,x) € C(J;L*(R)), yo(x) € Hy(R2), and the admissible control
set K is defined by

K= {v(t,x) 1S Lz(];LZ(Q)) ra <v(t,x) < b,a.e.inJ x Q},

where 0 < a < b are real numbers.

There has been a wide range of research on finite element approximation of elliptic op-
timal control problems. For finite element solving linear and semilinear elliptic control
problems, a priori error estimates were investigated in [1] and [2], and superconvergence
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were established in [3] and [4], respectively. Yang et al. [5] obtained the superconvergence
of finite element approximation of bilinear elliptic control problems. In addition, some
similar results of mixed finite element approximation for linear elliptic control problems
can be found in [6, 7].

In recent years, there are a lot of related works on finite element approximation of
parabolic optimal control problems, mostly focused on linear or semilinear cases. A pri-
ori error estimates of space-time finite element and standard finite element approxima-
tion for linear parabolic control problem were derived in [8] and [9]. The superconver-
gence of variational discretization and standard finite element approximation for semilin-
ear parabolic control problem can be found in [10] and [11], respectively.

As far as we know, there has been little work done on bilinear parabolic control prob-
lems. In this paper, we purpose to obtain the superconvergence properties of semidiscrete
finite element method for bilinear parabolic optimal control problems.

We adopt the notation W"4(£2) for Sobolev spaces on © with norm | - || wma) and
seminorm | - |yma(q). We set Hy () = {v € HY(R) : v|[sq = 0} and denote W™2(2) by
H™(2). We denote by L*(J; W"1(£2)) the Banach space of all L* integrable functions from
J into W"1(Q) with norm ||[v||sgwma) = (fOT IVIlyma o dt)% for s € [1,00) and the
standard modification for s = co. Similarly, we can define the space H'(J; W"4(2)) and
Ck(J; W™4(Q)) (see e.g. [12]). In addition, let c or C be generic positive constants.

The rest of this paper is organized as follows. A semidiscrete finite element approxima-
tion of (1.1)-(1.4) is presented in Section 2. Some important intermediate variables and
their error estimates are introduced in Section 3. In Section 4, a priori error estimates of
the approximation scheme are derived. In Section 5, the superconvergence between pro-
jections of the exact solutions and the finite element solutions is obtained. A numerical
example is presented to illustrate our theoretical results in the last section.

2 A semidiscrete finite element approximation

We now consider a standard semidiscrete finite element approximation of (1.1)-(1.4).
To ease the exposition, we denote LF(J; W™1(2)) and || - ||zp¢,wma(q) by LP(W'™1) and
Il - llzp(wmay respectively. Let W = H}(2) and U = L*(2). Moreover, we denote | - ||zm()
and || - l;2¢) by Il - lm and || - ||, respectively. Let

a(v,w) = /Q(AVV) -Vw, VYy,weW,
i, 2)=/Qf1~fz, Vi, eU.
From the assumptions on A we have
a(v,v) = c|vl, lav,w)| < CllvihIwl,  Vv,we W.

The weak formulation of (1.1)-(1.4) can be read as follows:

1ot 2 2
min [y =yl ) de, 21)
Oy, w) + aly, w) + (uy,w) = (f,w), Vwe W,te], (2.2)

y(x,0) = yo(x), VxeQ. (2.3)
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It follows from (see e.g. [13]) that problem (2.1)-(2.3) has at least one solution (y, ) and
that if the pair (y,u) € (HY(L*) N L2(H})) x K is a solution of (2.1)-(2.3), then there is a
costate p € (H'(L*) N L?>(H})) such that the triplet (y, p, u) meets the following optimality

conditions:
Oy, w) + aly, w) + (uy, w) = (f,w), Vwe W,te], (2.4)
y(0,%) = yo(x), Vxe L, (2.5)
—(0p,q) + alq,p) + (up,q) = (y —ya,q), Yge W,te], (2.6)
p(T,x)=0, VxeQ, (2.7)
T
/ (u—yp,v—u)dt >0, Vvek. (2.8)
0

As in [3], it is easy to get the following lemma.
Lemma 2.1 Let (y, p, u) be the solution of (2.4)-(2.8). Then
u = min(max(a, yp), b). (2.9)

Let P, be the space of polynomials not exceeding 1, and 7" be regular triangulations
of € such that Q@ = |, T and & = max,_7»{h.}, where &, denotes the diameter of the
element t. Furthermore, we set

Uy={vi e L*(2) : vi,|, = constant, V1 € Th},

Wi = {vi € C(Q) s vile € P,V € T, vilsq = 0}.
As in [14], we assume that
K = {Vh elUy:a<vyl, <bVte Th}

is a closed convex set in Uj. We recast a semidiscrete finite element approximation of
(2.1)-(2.3) as

.1 (T
min 5 [ (=l + ), (210)
upel2(Ky) 2 Jo
By wi) + alyn, wi) + wnyn, wi) = (f,wi),  Yw, e Wyt e, (2.11)
yu(0,%) = yh(x), VxeQ, (2.12)

where y%(x) = Ry (y0(x)), and Ry, is an elliptic projection operator, which will be specified
later.

Itis well known that (2.10)-(2.12) again has a solution (yy, u#;) and that if the pair (yy, us) €
HY(W},) x L*(K3,) is a solution of (2.10)-(2.12), then there is a costate p;, € H(W},) such that
the triplet (yy, pn, un) meets the following conditions:

(atyhr Wh) + ﬂ()’h» Wh) + (uhyhy Wh) = (f, Wh), th € Wh: te ]; (2'13)
yu(0,%) = yg(x), Vx € Q, (2.14)
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—(3pnan) + alqn, pn) + Wnpn qn) = On — Yaran)s  Vqn € Wi, t €], (2.15)
pi(T,x)=0, VxeQ, (2.16)
T
/ (h — Yupns Vi — up) dt > 0, Vv, € K. (2.17)
0

We introduce the averaging operator 7; from U onto U}, as

1
(n;v)|f = T / vdx, VteTh (2.18)

where |7| is the measure of . Then we can similarly derive the following lemma.

Lemma 2.2 Let (yy, pi, uy) be the solution of (2.13)-(2.17). Then we have
wy, = min(max(a, 775 (yupn)), b). (2.19)
3 Error estimates of intermediate variables

In this section, we introduce some important intermediate variables and derive some re-
lated error estimates. For all v € K, let y(v),p(v) € HY(L?) N L*(H?) satisfy the following

equations:
(0ey (W), w) + a(y(v), w) + (vy(), w) = (f,w), Ywe W,t€], (3.1)
y(v)(O,x) :yO(x)» Vx € Q, (3.2)
~(8:p(v), q) + a(q,p)) + (vp(),q) = (Y0) = ya,q), Vge W, te], (3.3)
p(T,x)=0, VxeQ. (3.4)

Let y,(v), pn(v) meet the following system:

(0eyn (), wi) + a(yn (W), wi) + (vyn(), wi) = (f, wi),  Ywp € Wit €], (3.5)
y()(0,x) = yj(x), VYre, (3.6)
~(0eon(v), qn) + alqn pa)) + (vou(W), an) = (V) = yarqn),  VYan € Wit €], (3.7)
pW)(T,x) =0,  VxeQ. (3.8)

If (y, p, u) and (yp, py, uy) are the solutions of (2.4)-(2.8) and (2.13)-(2.17), respectively, then
0,p) = (), p(u)) and (i, p) = u(n), pi(n)).
We define an elliptic projection operator Ry : W — W), that satisfies
a(Rpp —p,wp) =0, VYopeW,w,eWy, (3.9)

and the L?-orthogonal projection operator Qy, : U — Uj, that satisfies

(Qh‘(// - Ip’vh) = 0) Vw € U} Vi € Uh- (310)
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They have the following properties (see e.g. [4]):

IRy — plls < CH*~S|lplla, Vo € H(Q),5=0,1, (3.11)
1QuY — Vs < CH*™ |y, V¢ € H(R),5=0,1. (3.12)

The following lemmas are very important for a priori error estimates and superconver-

gence analysis.
Lemma 3.1 For any v € K, if there exists a constant ¢ > 0 such that
c||w||% <aw,w)+ (vw,w), YweW, (3.13)

then (3.1)-(3.4) and (3.5)-(3.8) have unique solutions, respectively. Assuming that
y(v), p(v) € H'(H?), we have
|y®) = 700 oo g2y + [90) = 910 2oy < Chs (3.14)
”p(V) _ph(V) ”LOO(L2)+ ”P(V) _ph(V) ||L2(H1) S Ch (315)
Proof It follows from (3.1)-(3.4) and (3.5)-(3.8) that
(3:(y) = yu ), wi) + a(y(v) = yu V), wi) + (v(y(v) = yu(v)), wi) = 0,
Ywy, e Wy,te], (3.16)
y)(0,%) = 74(1(0,%) = yo(&) = (%), VxeQ, (3.17)
—(3:(p() = u (), an) + a(qu V) — pu(¥)) + (v(p(v) = Pu(v)), qi)
= (y(v) —yh(v),qh), Vg, € Wy, t €], (3.18)
pWI(T,x) = pn()(T,x) =0, VxeQ, (3.19)

Letting wy, = Ry(v) — y4(v) in (3.16), we obtain, for any £ € J,

0 = (3:(y(v) = yu (), Ruy(v) = yu(®)) + a(y(v) = yu(v), Ruy(v) = yu(v))
+ (V) = 70 (1), Ruy(®) = yu(v)). (3.20)

Applying (3.13) to (3.20), we have

22 O -5 + ey -0
< (0:(0v) =y (), y(V) = 30 (W) + a(y(®) = yu (), y(v) = yu(v))
+ (v(y®) = yu(), 7)) = 7 (v))
= (3: () = yu (1)), y(v) = Rpy(®)) + a(y(v) — yu(v), y(v) = Ryy(v))
+ (vO0) = 3(1),50) = Ry (v). (3.21)

From (3.11) and (3.21), Holder’s inequality, Young’s inequality with ¢, and Gronwall’s in-
equality, we derive (3.14). Similarly, we can get (3.15). (|



Tang and Hua Journal of Inequalities and Applications (2017) 2017:62 Page 6 of 14

Lemma 3.2 Foranyv,w € K, let (y(v), p(v)) and (y(w), p(w)) be the solutions of (3.1)-(3.4),
(yn(v), pu(v)), and let (y;(w), pn(w)) be the solutions of (3.5)-(3.8). Then

”_)/(U) —J/(a)) ||L°°(L2) + ”J’(U) —J’(w) ”LZ(Hl) = C”U - w”LZ(H’l)’ (322)
|p() = p(@) | o 12y + [P@) = P(@)] 1241 = Cllv = @l 20101, (3.23)
||yh(U) _yh(w)”Loc(LZ) + HJ’h(U) _yh(a)) ||L2(H1) <Clv- a)”LZ(H‘l)’ (3.24)
|28(0) = pr(@) | 1o g2, + [128(V) = P1(@) | 241y = Cllv = @l 20111 (3.25)

Proof For any v,w € K, it is clear that

(3 (y(V) = y()), w) + a(y(v) - y(w), w) + (v(¥(V) - ¥(@)), w)

=(w-v,wy(w), VweW,te], (3.26)
y()(0,%) - y(@)(0,x) =0, VxeQ, (3.27)
~(0:(p(v) - p(®)), q) + a(p(v) - p(w),q) + (v(p(v) - p(w)),q)

= (V) ~y(@).q) + (0 - v,qp(w)), VgeW,te), (3.28)
p)(T,x) - p(w)(T,x) =0, VxeQ. (3.29)

Inequalities (3.22) and (3.23) follow from the regularity estimates of (3.26)-(3.27) and
(3.28)-(3.29), respectively. Analogously, we can derive (3.24) and (3.25). O

Lemma 3.3 Let (y, p, u) be the solution of (2.4)-(2.8). Assume that u € L>(H"). We have

9 (Qu0) = ) | e g2y + 9(Qu) =y (0) | sy < CH, (3.30)

| 2n(Quta) = ()| oo g2, + || Pn(Qute) = ()] 2y, < CH. (3.31)
Proof 1t follows from (3.12) that

1Quu = ull 21y < CH llull 2 apr)- (3.32)
Setting v = Quu and w = u in (3.24)-(3.25), we obtain (3.30)-(3.31). O

Lemma3.4 Let (y(v), p(v)) be the solution of (3.5)-(3.8) with v € K. Suppose that y(v), p(v) €
H'(H?). Then the following estimates hold:

”Rhy(V) —J’h(V) ||L(>O(L2) + ”Rhy(V) —)’h(V) ||L2(H1) = Chz! (3'33)
”th(V) —Ph(V) HLOC(LZ) + Hth(V) _Ph(V)HLz(H1) = Ch2 (334)

Proof 1t follows from the definition of R, and (3.1)-(3.8) that

(8: () = 7)), wi) + a(Ruy(®) = yu(v), wi) + (v(y(v) = yu(v)), wi) = 0,

Ywy e Wi, t e, (3.35)
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Y)(0,%) = ya()(0,%) = yo(x) - (%), VxeQ, (3.36)
—(0:(pv) = pu (), ) + a(gqn Rup(v) - pu(®)) + (v(p() = pr(V)), q1)

= (V) =), qn), Yan € Wit €], (3.37)
pW(T, %) — p)u(T,x) =0, VxeQ. (3.38)

Let wy, = Ryy(v) — yu(v) in (3.35). From Holder’s inequality, Young’s inequality with €, and
(3.11) we derive

| &

(1 Riy®) = 36 @)[*) + | Ruy@) =y |}

M| =
&

t

< (0:(Ruy(®) = yu ("), Ruy() = yu(v)) + a(Ruy(v) = yu(v), Riy(v) — yu())
+ (V(Riy(v) = yu (1)), Ruy(v) — yu(v))

= (0 (Runy(v) = y()), Ruy(v) = yu () + (v(Ruy(v) = y(v)), Ruy(v) = y(v))

< COR |3y + CEOR |y + 2€ | Ruy) — 30 | (3.39)
Note that
Ryy(v)(0,%) — y,(»)(0,x) = 0. (3.40)

Estimate (3.33) follows from (3.39) and Gronwall’s inequality. Similarly, we can obtain
(3.34). 0

4 A priori error estimates
In this section, we derive a priori error estimates of the approximation scheme (2.13)-
(2.17). For ease of exposition, we set

T
](u)=/0 (Ily = yall* + llull?) dt,

T
]h(uh):/ (Il = yall® + s |?) dt.
0

It is easy to show that

T
/ , _ _ ) d,
('), v) /o(u o) di
T
(]Z(”h)"’) =/ (un = ynpw,v) dt.
0

As in [15], we assume that there exist neighborhoods of the exact solution u or of the
approximation solution u;, in K and a constant ¢y > 0 such that, for any v or v; in this
neighborhood, the objective functional satisfies the following convexity conditions:

collv=ullaga) < ('0) =T (), v - u), (4.1)

collvy — Mhll%z(Lz) < () = Ty (un), vie — ). (4.2)
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Theorem 4.1 Let (y,p,u) and (yy, pu, un) be the solutions of (2.4)-(2.8) and (2.13)-(2.17).
Suppose that y,p € H'(L*) N L*(HY). Then

llue — upll 22y < Ch, (4.3)
ly = yull o2y + 1y = yull 2@y < Ch, (4.4)
lp = pullLow2y + lp = pull2gny < Ch. (4.5)

Proof 1t follows from (2.8), (2.17), (3.10), and (4.1) that

2
Co ”M —Up ||L2(L2)

< (J'(u) = J (), s — u)
T T
= / (v —yp,u — uy) dt — / (uh — y(up)p(up), u — uh) dt
0 0
T
=< / (op, u—up) + Yupn, un — u)
0
+ (un — ynpn Qut — ) — (yp — y(up)p(up), u — wy) | dt
T
= /0 [t — yupn, Quue — ) + (yupn — y(un)p(un), un — u)| dt
T T
= /0 (yp = y(un)p(un), Quu — u) dt + /0 (Y(un)p(un) = ynpn, Quut — 1) dt
T T
+ / (yp,u — Quu)dt + / (yhph — y(up)p(un), uy — u) dt
0 0
= 11 +12 +13 +I4. (46)

For the first term [}, by the embedding inequality ||v||;2q) < Cl|V||y1(q) and Young’s in-
equality with € we get

T
L= / (yp — y(un)p(un), Quu — u) dt
0
< C(e)IQuu - u||i2(L2) +€C|\y(w) — y(un) ”22(1{1) +€C||p(w) - p(un) ||i2(H1)‘ (4.7)

By Holder’s inequality and the embedding inequality ||v|| 4(q) < C||[V||z1(q) we have
T
b= [ (tm)ptn) - ip, Quu - ) de
0
2 2
= C(”Qhu - u”iz(Lz) + ”J’h - y(up) ”L2(H1) + ”Ph - p(up) ”LZ(HI))’ (4.8)
and the third term I3 can be estimates as follows:
T
L= / Oy 1t — Quut)dit
0

T
= /o Op - QuyQup, u — Quu) dt

< C(Iy = Quyli7a gy + 12 = Quplla gy + 1Qust = ull 72 p2))- (4.9)
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Applying Holder’s inequality, the embedding inequality ||v||;4(q) < Cl|V||1(q), and Young’s

inequality with € to I4, we have

Iy = /OT()’hPh — y(un)p(un), up — u) dt
< CE(lyn =708 [ 124y + |1 = P | 2 g0)) + €18 = 0112, (4.10)
According to (3.12), Lemmas 3.1-3.2, and (4.6)-(4.10), we obtain
lu—unll 22y < Ch. (4.11)

From (2.4)-(2.5) and (2.13)-(2.14) we have

(at(y _yh): Wh) + ﬂ()/ —Yh Wh) + (M)’ — UnYh, Wh) = 0: th € Wh: t €]r (4'12)
(0,%) — y,(0,%) = yo(x) — Rpyo(x), Vxe Q. (4.13)

Letting wy, = Ry — yy, in (4.12), we get, for any £ € J,

(0= y1)sy = yu) + a = Y,y = y) + Uy = y1),y = y1)
= (0:y = yn),y = Ruy) + a(y =y, y — Ryy) + (yuuas, — ),y = i)
+ (= yn),y = Ruy) + (v (s — up), y — Ruy). (4.14)

From (3.11), (4.3), (4.14), Young’s inequality with €, and Gronwall’s inequality we derive
(4.4). It is paralleled to get (4.5). a

5 Superconvergence analysis

In this section, we derive the superconvergence between projections of the exact solu-
tions and approximation solutions. Let u be the solutions of (2.4)-(2.8). For a fixed t*
(0 < t* < T), we divide Q into the following subsets:

Q= [U‘L’:‘L’CQ,&I<u(t*,.)<b]’
Qb - {Ur:‘r CQ’u(t*,-)L =6loru(t*,-)|r :b],
Q =\ (Q'uQ).

It is easy to see that these three subsets do not intersect with each other and Q = Q* U
Q% U Q. We assume that u and 7}, are regular such that meas(Q~) < C# (see, e.g., [8]).

Theorem 5.1 Let (y,p,u) and (yy, pi, un) be the solutions of (2.4)-(2.8) and (2.13)-(2.17),

respectively. Assume that all the conditions in Lemmas 3.1-3.4 are valid and y,p € L*>(L*).

Moreover, we suppose that the exact control, state, and costate solutions satisfy

w,u—yp € (W),
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Then, we have
3
|Quu — unll 22y < Ch?2. (5.1)

Proof Letting v, = Quu in (2.17), we obtain the inequality
T
/ (etn = ynpn Quus — up) dt > 0. (52)
0

It follows from the definition of Qy, (4.2), and (5.1) that

2
Co ”Qhu — Uy ||L2(L2)

< (3(Quue) — Jj, (), Quut — uy,)

T T
= / (Qutt = yi(Quua)pn(Quua), Quuu — ) dt — / (un = ynpn, Quu — uy) dt
0 0

T
= / (¢ = yn(Quud)pi(Qute), Qs — ) dt
0

T T
/0 (u — yp, Quut — wy) dt + /0 (@i () — yn(Quid)pr(Quue), Quue — wy) dt

T T
+ / (Rhthp — yn(W)pn(u), Quu — uh) dt + / (yp — RyyRup, Quu — uy,) dt
0 0

111 +12 +13 +14. (53)

For the first term, at time ¢* (0 < t* < T'), we have

- Qui-)= ([ [+ [ )u-oiQue-mas 6.4)

and
(Quu —u)|qo = 0.
From (2.9) we get
(u-yp)la+ =0.
Hence,
T
I- / (1 yp)(Quit — wy) dedt
0 Q-
T
- / / (= 3) — Qulat = 3)) (Quit — ) vt
s Jo
T
< Chz/ lu - ypllLe- llullLe- dt
0

T
< Ch2/ It = yp Il wrce |l wroo - meas(Q7) dt
0

< CH* (|t = ypl 72 ey + 1172 ypocy ) - (5.5)
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By using Holder’s inequalty, the embedding inequality [|[v||;4(q) < Clvlly1(q), and Young’s
inequality, I, and I3 can be estimated as follows:
2 2
I < C(€)(||yn (1) — yn(Quu) ||L2(H1) + | pu(w) _ph(Qhu)HLz(Hl))

+ €l Quit = upll3a 2, (5.6)
and
I3 < C(e) (| Rny = yn(u) IIiz(Hl) + | Rup = pi(u) Hiz(m)) + €l Quut = upll2 o) (5.7)
In addition, noting that y,p € L2(L*°), we have
Iy < CO IRy = ¥I72 g2, + IRnp = PlI212)) + €11 Qutt = |72 g2 (5.8)
It follows from (5.3)-(5.8), (3.11), and Lemmas 3.3-3.4 that (5.1) holds for small enough €. O

Theorem 5.2 Let (y, p,u) and (yu, py, un) be the solutions of (2.4)-(2.8) and (2.13)-(2.17),
respectively. Assume that all the conditions in Theorem 5.1 are valid. Then

3

lyn = Ryl o2y + 1yn = Ryl 2y < Ch2, (5.9)
3

lpr = Rupllpoo 2y + lph — Rupll 21y < Ch2. (5.10)

Proof From the definition of Ry, (2.4)-(2.7), and (2.13)-(2.16), for any wy, or g, € W}, and
t € J, we have

(9 — Ruy)s wi) + aly — Ry, wi) + (143 — Ryy), wi)
= (3,(y = Ry), wn) + (u(y - Ryy), wn)
+ (v (e — Quue), wi) + (Yi(Qutt — ), wy), (5.11)
yu(0,x) — R,y(0,x) =0, Vxe L, (5.12)
—(3:(on — Rup), an) + alqn, pn — Rup) + (u(pn — Rup), qn)
= —(3,(p — Rup), qn) + (ulp — Rup), qn) + (pu( — up), qn) + On — Ry, q),  (5.13)

piu(T,x) - Ryp(T,x) =0, VxeQ. (5.14)

Hence, letting wy, = y, — Ry in (5.11), (5.9) follows from (5.11)-(5.12), Holder’s inequality,
Young’s inequality, Gronwall’s inequality, (3.11), and (5.1). Inequality (5.10) can be similarly
derived. O

6 Numerical experiment
In this section, we present a numerical example to validate our superconvergence results.
Let At>0,N=T/AteZ*, t,=nAt,n=0,1,...,N. Set ¢" = ¢(x,¢,) and

(pn _ (pn—l

dig=———, n=12..N.
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By using the backward Euler scheme to approximate the time derivative, we introduce
the following fully discrete approximation scheme: find (y}, p}, u}}) € Wj, x W), x K, such

that
(deypywn) + a(yfwn) + (i, wn) = (' wn),  Ywp € Wy,n=12,...,N, (6.1)
) =yax), VxeQ, (6.2)
—(dp} ) + alawpy™) + W0y qn)
=(n-yhan), Yan€ Wi,n=N,...,2,1, (6.3)
pg(x) =0, Vxe®, (6.4)
(4 —yipi v —u}) =0, Vv, €Kpn=12,..,N. (6.5)

Let 2=(0,1) x (0,1), T =1, a =0, b = 0.25, and A(x) be a unit matrix. The following
example is solved numerically by a precondition projection algorithm (see e.g. [1]), where
the codes are developed based on AFEPack, which is freely available.

Example 1 The data are as follows:

p(t,x) = sin(2mxy) sin(2wxy)(1 - £),

y(t,%) = sin(27 1) sin(27x,)t,

u(t, x) = min(0.25, max (0, y(¢, x)p(, t))),

f(6:x) = y.:(t, %) — div(A®) Vy(t,x)) + u(t, x)y(t, %),

ya(t, x) = y(t,x) + p(t,x) + div(A*(x)Vp(t, x)) - p(t,x)y(t, x).

For brevity, we set

NI , 3
lloll = (Z Atlg" HLz(m)

n=1-1

and

NI . 3
el = (Z At|g" ”m«n) ,

n=1-1

where [ = 0 for the control u and the state y, and [ = 1 for the costate p. In Table 1, the errors
1Qnzt — ulll, IR#Y — ¥ulll1, and [|Ryp — pulli on a sequence of uniformly refined meshes are
listed. It is consistent with our superconvergence results in Section 5.

When h =1.25e-2, At = ﬁ, and ¢ = 0.5, we plot the profile of i, in Figure 1.

7 Conclusions

Although there has been extensive research on a priori error estimates and superconver-
gence of finite element methods for various optimal control problems, it mostly focused on
linear or semilinear elliptic cases (see, e.g., [2—4, 6]). In recent years, there have been con-
siderable related results for finite element approximation of linear or semilinear parabolic
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Table 1 The errors of Example 1

At h lQnu-unll  1IRey -ynllli  NIRaP - Pallla
1710 1.0e-1 9.94516e-2 2.68512e-2 4.72410e-2
1730 50e-2 3.41740e-2 8.46440e-3 1.47458¢-2
1790 25e-2 1.20365¢-2 2.78014e-3 4.68123e-3
17270 125e-2  3.58914e-3 8.83804e-4 1.50701e-3

Figure 1 The numerical solution up at t = 0.5 in Example 1.

optimal control problems (see, e.g., [9-11]). Although bilinear optimal control problems

are frequently met in applications, they are much more difficult to handle in comparison

to linear or semilinear cases. There is little work on bilinear optimal control problems.

Recently, Yang et al. [5] investigated a priori error estimates and superconvergence of fi-

nite element methods for bilinear elliptic optimal control problems. Hence, our results on

bilinear parabolic optimal control problems are new.
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