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Abstract
In this article, a functional minimum problem equivalent to the p-Laplace equation is
introduced, a finite element-Newton iteration formula is established, and a
well-posed condition of iterative functions satisfied is provided. According to the
well-posed condition, an effective initial iterative function is presented. Using the
effective particular initial function and Newton iterations with the iterative step
length equal to 1, an effective particular sequence of iterative functions is obtained.
With the decreasing properties of gradient modulus of subdivision finite element, it
has been proved that the function sequence converges to the solution of finite
element formulation of p-Laplace equation. Moreover, a discussion on local
convergence rate of iterative functions is provided. In summary, the iterative method
based on the effective particular initial function not only makes up the shortage of
the Newton algorithm, which requires an exploratory reduction in the iterative step
length, but also retains the benefit of fast convergence rate, which is verified with
theoretical analysis and numerical experiments.
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1 Introduction
Let � ⊂ R be a bounded and connected domain. Consider the following p-Laplace equa-
tion with Dirichlet boundary.

Problem I Find u such that

{
div(|∇u|p–∇u) = f , (x, y) ∈ �,
u = , (x, y) ∈ ∂�,

(.)

where p > , the source term f is smooth enough to ensure validity of the following analysis
and does not vanish on any nonzero measure set K (K ⊂ �).

The p-Laplace equation is not only a tool for researching the special theory of Sobolev
spaces [], but is also an important mathematical model of many physical processes and
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other applied sciences; for example, it can be used to describe a variety of nonlinear me-
dia such as phase transitions in water and ice at transition temperature [], elasticity [],
population models [], the non-Newtonian fluid movement in the boundary layer [], and
digital image processing []. However, since the equation includes a very strong nonlinear
factor, it is an important approach to solve the equation by numerical methods. A finite
element method, combined with Newton iteration scheme, is one of most efficient numer-
ical methods. Some posteriori error estimates for the finite element approximation of the
p-Laplace equation are developed by Carstensen et al. [, ]. Carstensen [, ] applied
these posteriori error estimates to a control method of solving the equation. The control
method is based on the Newton iteration. However, the Newton iteration of the p-Laplace
equation is not discussed in detail in their study, which is very dependent on selection of
initial iteration function and also requires an exploratory reduction in the iterative step
length (the default step length is ; see []). Therefore, it is necessary to study how to
select a suitable initial function. On the other hand, though the Newton algorithm has
the advantage of very fast convergence rate near the solution (see []), there are many
factors (for instance, the ill-posed factor) to affect the convergence of Newton iterations
for the p-Laplace equation. Bermejo and Infante [] applied the Polak-Ribiere iterations
to the multigrid algorithm for the p-Laplace equation instead of Newton iterations due
to the difficulties in computation relating to the ill-posed coefficient matrix. In order to
overcome the ill-posed problem, it is necessary to develop a well-posed condition of the
iteration functions. To the best of our knowledge, a well-posed condition of the iteration
functions of finite element-Newton iterations for the p-Laplace equation has not been pro-
vided so far. Therefore, in this paper, we aim mainly to establish a well-posed condition
of the iterative functions of finite element-Newton iterations for the p-Laplace equation
and to provide theory analysis. To this end, we intend to transform the p-Laplace equation
into a functional minimum problem (see Section  in []) solved by Newton iterations.
According to the well-posed condition, an effective particular initial function is selected,
and an effective iterative function sequence is constructed. Besides, utilizing the gradient
modulus and gradient direction of an element, we will discuss the factors affecting the
convergence of Newton iterations.

To this end, we first introduce some special Sobolev spaces and two preparative defini-
tions as follows. Let

W ,p(�) =
{

v;
∫

�

|∇v|p < ∞
}

, W ,p
 (�) =

{
v ∈ W ,p(�); v|∂� = 

}

with inner product and norm

(u, v) =
∫

�

u · v dx dy and ‖∇u‖p =
(∫

�

|∇u|p dx dy
)/p

.

In particular, we set H
(�) = W ,

 (�) when p = . Since p >  and � is bounded, the imbed-
ding of W ,p

 (�) into H
(�) is continuous (see []).

Definition  For positive numbers a and b, if there exist two constants c and c (c ≥ c >
) independent on a and b such that

cb ≤ a ≤ cb,
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then a is known as the same order large (small, respectively) with b. Similarly, a is said to
be high order large (small, respectively) with b if there exists s >  such that

cbs ≤ a ≤ cbs.

Definition  For p > , a function u(x, y) is called well-posed with respect to w(x, y)
(in short, u(x, y) is well-posed) if there exist two functions c(x, y) and c(x, y) such that:
c(x, y) ≥ c(x, y) > ; when |∇w(x, y)| ≤ , c(x, y) is at most the same order small with
|∇w(x, y)| (i.e., there is no situation of high order), and c(x, y) is at most the same order
large with /|∇w(x, y)|; when |∇w(x, y)| > , c(x, y) is at most the same order small with
/|∇w(x, y)|, and c(x, y) is at most the same order large with |∇w(x, y)|; and

c(x, y)
∣∣∇u(x, y)

∣∣p– ≤ ∣∣∇w(x, y)
∣∣ ≤ c(x, y)

∣∣∇u(x, y)
∣∣p–. (.)

The paper is organized as follows. In Section , a functional minimum problem equiva-
lent to the p-Laplace equation is introduced, a finite element-Newton iteration formula is
established, and the classical Newton algorithm is presented. In Section , we discuss the
well-posed condition of iterative functions. Even though the initial function fails to satisfy
the well-posed condition, after a sufficient number of Newton iterations with default step
length are implemented, well-posed iterative functions can be always obtained, as will be
seen in the well-posed theorem of Section . However, the iteration step number is of-
ten large. So an effective particular initial iterative function that satisfies the well-posed
condition should be selected in order to make the iteration step number reduced greatly.
This is related to the content of Section . In Section , an effective particular iterative
function sequence is provided. These functions possess some properties that the gradi-
ent moduli on each subdivision finite element decrease monotonically and have a certain
lower boundary. By using these properties we prove that this sequence converges to the
solution of finite element formulation of the p-Laplace equation and present some results
about its convergence speed. In Section , considering the well-posed condition and prop-
erties mentioned, we select an effective particular initial iterative function, which results
in the special iterative functions involved in Section  by finite element Newton itera-
tions with default step length. In Section , some numerical experiments are provided for
showing that some results on the convergence rate and gradient fields are consistent with
theoretical conclusions.

2 A Newton algorithm for the p-Laplace equation
The variational formulation of Problem I is as follows.

Problem II Find u ∈ W ,p
 (�) such that

∫
�

|∇u|p–∇u · ∇v dx dy =
∫

�

fv dx dy, ∀v ∈ W ,p
 (�). (.)

Problem II is equivalent to solving the following functional minimum problem (see Sec-
tion  in []):

J(u) = min
v∈W ,p

 (�)
J(v),
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where

J(v) :=
∫

�

|∇v|p dx dy –
∫

�

fv dx dy.

As far as we know, Problem II and the corresponding minimum problem have the same
unique solution (see []).

This is unconstrained optimization problem with respect to scalar function, which can
be solved by the Newton method (see []). According to Section  in [], we can obtain
the first derivative operator of J with respect to u:

J ′(u) ◦ δu =
∫

�

|∇u|p–∇u · ∇δu dx dy –
∫

�

f δu dx dy, ∀δu ∈ H
(�),

where the operator J ′(u) is defined on the space H
(�), which is an inner space and more

convenient in numerical computing than W ,p
 (�). According to continuous imbedding

theory, the uniqueness of solution to Problem II in W ,p
 (�) means that it also holds in

H
(�).
Similarly, the second-derivative operator (Section  in []) is written as

J ′′(u) ◦ δuδu =
∫

�

[
(p – )|∇u|p–(∇u · ∇δu)∇u + |∇u|p–∇u · ∇δu

] · ∇δu dx dy

for all δu, δu ∈ H
(�), By using the classical Newton algorithm we can establish the fol-

lowing Newton iteration formula. Find u – uk ∈ H
(�) such that

J ′′(uk) ◦ (u – uk)δu = –J ′(uk) ◦ δu, ∀δu ∈ H
(�), (.)

where u – uk is the Newton descent direction. Furthermore, (.) can be expressed as the
following equation:

∫
�

[
(p – )|∇uk|p–(∇uk · ∇(u – uk)

)∇uk + |∇uk|p–∇(u – uk)
] · ∇δu dx dy

= –
∫

�

|∇uk|p–∇uk · ∇δu dx dy +
∫

�

f δu dx dy, ∀δu ∈ H
(�). (.)

In order to find the solution of this problem, we apply the finite element method. Let {Sh}
be a uniformly regular family of triangulation of �̄ with diameters bounded by h (see []).
We denote the subdivision element by e ∈ Sh and the set of nodes by P. Let us introduce
the following finite element space:

Hh =
{

vh ∈ H
(�) ∩ C(�); vh|e ∈ P(e),∀e ∈ Sh

}
,

where P(e) denotes the space of all polynomials defined on triangular elements e, and its
degree is not greater than . We set {λi}M

i= as a basis of Hh, where M is the total number
of nodes. Thus, the finite element formulation of (.) can be written as follows.
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Problem III Find δuk ∈ Hh such that
∫

�

[
(p – )|∇uk|p–(∇uk · ∇δuk)(∇uk · ∇vh) + |∇uk|p–∇δuk · ∇vh

]
dx dy

= –
∫

�

|∇uk|p–∇uk · ∇vh dx dy +
∫

�

fvh dx dy, ∀vh ∈ Hh. (.)

For any nonzero measure set K ⊂ �, the property of f ensures that the iterative func-
tion uk is not constant on K . Set a(uh, vh) :=

∫
�

[(p – )|∇uk|p–(∇uk · ∇uh)(∇uk · ∇vh) +
|∇uk|p–∇uh · ∇vh] dx dy. Then, for any vh ∈ Hh that does not vanish on �, we have the
following formula:

a(vh, vh) =
∫

�

[
(p – )|∇uk|p–(∇uk · ∇vh) + |∇uk|p–|∇vh|

]
dx dy

≥
∫

�

|∇uk|p–|∇vh| dx dy > , ∀vh ∈ Hh. (.)

By the symmetry and positive definiteness of a(·, ·) there exists a unique uh ∈ Hh such
that

a(uh, vh) = (f , vh), ∀vh ∈ Hh.

Now, we recall the classical Newton algorithm.
Step . Set k =  and termination condition ε > , select an initial iterative function u ∈

Hh, and compute J(uo).
Step . Iterative formula: apply equation (.) to finding δuk ∈ Hh and set iterative step

length α := .
Step . Set uk+ := uk + αδuk (k = , , , . . .).
Step . If J(uk+) < J(uk), then go to Step . Otherwise, set α := α/ and go to Step .
Step . If [

∑M
i=(–

∫
�

|∇uk+|p–∇uk+ · ∇λi dx dy +
∫
�

f λi dx dy)]/ < ε, the algorithm
terminates, and output uk+. Otherwise, go to Step .

Remark  As will be seen in Section , the convergence speed of Newton iterative func-
tions is very fast when these functions are near the solution to Problem II. However, the
total convergence speed heavily relies on selection of an initial iterative function. So it is
important to find a good initial function. On the other hand, in order to make descent,
it is necessary to get an exploratory reduction in the iterative step length; see Step  of
the Newton algorithm. Sometimes, several attempts to shorten the step length would lead
to slowing down the iteration speed. Therefore, we would give some improvements and
modifications to achieve a better iteration convergence effect in the following sections.

3 Well-posed condition and well-posed theorem of iterative function
3.1 Well-posed condition
To begin with, consider the following problem: find w such that

{
–�w = f , (x, y) ∈ �,
w = , (x, y) ∈ ∂�.

Its finite element formulation can be written as follows.
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Problem IV Find w ∈ Hh such that
∫

�

∇w · ∇vh dx dy =
∫

�

fvh dx dy, ∀vh ∈ Hh. (.)

Noting the relationship between the solution of Problem IV and the finite element so-
lution of Problem II, denoted by u∗ ∈ Hh, we get that, for each triangular element e ∈ Sh,

∣∣∇u∗∣∣p–∇u∗ = ∇w, |∇w| =
∣∣∇u∗∣∣p–. (.)

Since p –  > , relationships of the gradient modulus of an element from (.) indicate that
u∗ becomes steep if w is gentle, and, conversely, u∗ has small steepness if the gradient of
w is large.

Since Hh consists of the piecewise continuous functions of degree , for each triangular
element e ∈ Sh and all (x, y) ∈ e, |∇w(x, y)| is independent of x and y. If f vanishes on a
point of domain �, the value of |∇w| is correspondingly very small in a small neighbor-
hood of the point. Since the domain is partitioned into small triangular elements, there
exist some elements such that the values of |∇w(e)| are less than  and often far less
than . As will be seen further, these triangular elements determine the convergence ef-
fect of Newton iterations.

A natural idea is that the Newton initial function is selected as w, that is, u = w.
According to iterative formula (.) and (.), for each element e ∈ Sh, there holds the
following equation:

(p – )|∇w|p–(∇w · ∇δu)∇w + |∇w|p–∇δu = –|∇w|p–∇w + ∇w,

where the coefficient on the left-hand side is |∇w|p–, whereas the modulus of the second
term on the right-hand side is |∇w|. If p >  and some elements satisfy

|∇w|p– � |∇w| < ,

then there may be a situation that |∇δu| of (.) is far greater than  on these elements,
which often occurs in numerical experiments involved in Section . According to the clas-
sical Newton algorithm, in order to obtain J(u) less than J(w), the attempts to shorten
the step length would spend many times, which will greatly affect the iteration speed. Nev-
ertheless, there is no described situation for  < p ≤ .

Generally, for a certain iterative function uk , on each triangular element e ∈ Sh, the iter-
ative formula is written as

(p – )|∇w|p–(∇uk · ∇δuk)∇uk + |∇uk|p–∇δuk = –|∇uk|p–∇uk + ∇w. (.)

Likewise, if some elements satisfy

|∇uk|p– � |∇w|, (.)

then δuk of iterative formula (.) often has the property

∣∣∇δuk(e)
∣∣ � .
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The other extreme situation is that

|∇w| � |∇uk|p–, (.)

where uk cannot be the finite element solution of Problem II according to (.). Therefore,
both the initial function and functions of iteration should avoid the two extreme condi-
tions on each element e ∈ Sh, (.) and (.). This means that uk should be well posed with
respect to w, which is called the well-posed condition of iterative functions, that is,

c(e)
∣∣∇uk(e)

∣∣p– ≤ ∣∣∇w(e)
∣∣ ≤ c(e)

∣∣∇uk(e)
∣∣p–, (.)

where c(e) and c(e) meet the requirements of Definition .

Remark  The w introduced plays a very important role in the content of the next sub-
section. Moreover, the elements where |∇w(e)| is far less than  could be vital for the
convergence effect of Newton iterations. For better convergence effect, the initial iterative
function need to be selected to satisfy the well-posed condition, which will be discussed
in detail in Section .

3.2 Well-posed theorem of Newton iteration
Although an iterative function may fail to meet the well-posed condition, there always
exists a certain iterative function satisfying the condition by the Newton iteration, as the
following theorem says.

Theorem  (Well-posed theorem) If there exists a domain τ ⊂ � such that

∣∣∇uk(x, y)
∣∣p– � ∣∣∇w(x, y)

∣∣, (x, y) ∈ τ , (.)

then we can always obtain a certain k′ > k such that uk′ satisfies the well-posed condition
by the Newton iteration with α = .

Proof We only need to discuss the iteration on τ . By the description in Section ., the
following estimate appears:

∣∣∇δuk(x, y)
∣∣ � , (x, y) ∈ τ .

Since uk+ = uk + δuk and p –  > , the estimate on τ yields

∣∣∇uk+(x, y)
∣∣p– � ∣∣∇w(x, y)

∣∣, (x, y) ∈ τ . (.)

Thus, the terms on the left-hand side of iterative formula (.) can be approximated by

(p – )|∇uk+|p–(∇uk+ · ∇δuk+)∇uk+ + |∇uk+|p–∇δuk+

≈ (p – )|∇uk+|p–∇δuk+.
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In the same way, the terms on the right-hand side of (.) have the following estimate:

–|∇uk+|p–∇uk+ + ∇w ≈ –|∇uk+|p–∇uk+.

Combining the preceding two estimates, we obtain that

∇δuk+ ≈ –


p – 
∇uk+.

Evidently, the gradient of uk+ can be expressed as

∇uk+ = ∇uk+ + ∇δuk+ ≈
(

 –


p – 

)
∇uk+.

Besides, we obtain that

|∇uk+|p– ≈
(

 –


p – 

)p–

|∇uk+|p–,

which indicates that the gradient moduli of iterative functions decrease with a fixed rate.
It is not until (.) fails to hold that the geometric decrease stops, that is, that there exists
a certain k′ > k such that uk′ satisfies

c|∇uk′ |p– ≤ |∇w| ≤ |∇uk′ |p– ≤ C,

where C is a small constant, and c is defined by

c =

⎧⎨
⎩|∇w|/C if |∇w| < ,

/C otherwise,

which completes the proof of Theorem . �

Corollary  Let {λi}M
i= be a basis of finite element space Hh and set

G(uk+) =

[ M∑
i=

(
–

∫
�

|∇uk+|p–∇uk+ · ∇λi dx dy +
∫

�

f λi dx dy
)]/

. (.)

Under the hypotheses of Theorem , we have the following estimate:

G(uk+) ≈
(

 –


p – 

)p–

G(uk+). (.)

Remark  The well-posed theorem shows that though some iterative functions have poor
properties, well-posed iterative functions are always obtained by Newton iterations. How-
ever, the geometric reduction often spends many iteration times validated by numerical
experiments in Section . Besides, at the beginning of iterations, the value of G(uk) is quite
large, which easily leads to data overflow. On the other hand, the well-posed theorem does
not tell us whether or not the subsequent functions of iteration by Newton iterations with
default step length are all well posed. Therefore, it is necessary to find a better and well-
posed initial function.
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4 Convergence and its rate of an effective particular iterative function
sequence

To begin with, we assume that the initial function satisfies

|∇w| ≤ |∇u|p–.

Since the finite element solution of Problem II satisfies (.), combining the previous in-
equality and (.), we study a sequence of iterative functions whose gradient moduli de-
crease on subdivision elements e ∈ Sh, that is, for each e ∈ Sh,

|∇uk+| ≤ |∇uk|.

We will use this function sequence to approximate the finite element solution of Prob-
lem II, which is the main issue discussed in this section.

4.1 Decreasing conditions of gradient modulus
For each triangular element e ∈ Sh, we introduce some useful notations:

∇w(e) · ∇uk(e) = rk
 (e)

∣∣∇uk(e)
∣∣p, rk

 (e) ≥ ,∇uk(e) = (ξ, ξ)T . (.)

Take a unit vector n = (–ξ, ξ)T /|∇uk(e)| and set

∇w(e) · n = rk
(e)

∣∣∇uk(e)
∣∣p–, (.)

where rk
(e) may be positive or not.

Lemma  For given function uk ∈ Hh, we have the following inequality on each triangular
element e ∈ Sh:

|∇w| ≤ |∇uk|p–. (.)

If δuk ∈ Hh is the solution of Problem III and uk+ = uk + δuk and if rk
 and rk

 satisfy

∣∣rk
(e)

∣∣ ≤ ( – rk
 (e))

p – 
–

(
 – rk

 (e)
p – 

)

, ∀e ∈ Sh, (.)

then the gradient moduli on element e ∈ Sh decrease, that is,

|∇uk+| ≤ |∇uk|. (.)

Proof According to (.) and (.), the gradient of w on a triangular element e is denoted
by

∇w = rk
 (e)|∇uk|p–∇uk + rk

(e)|∇uk|p–n, (.)

where  ≤ rk
 (e) ≤  and |rk

(e)| ≤ . By condition (.) we have

∣∣rk
 (e)

∣∣ +
∣∣rk

(e)
∣∣ ≤ .
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On the element e, taking the scalar product of (.) with ∇uk , we get

|∇uk|p–∇uk · ∇δuk = –


p – 
|∇uk|p–|∇uk| +


p – 

∇uk · ∇w

=
–( – rk

 (e))
p – 

|∇uk|p. (.)

Evidently, (.) means that

∇uk · ∇δuk =
–( – rk

 (e))
p – 

|∇uk|. (.)

Likewise, taking the scalar product of (.) with n, we have

|∇uk|p–∇δuk · n = ∇w · n = rk
(e)|∇uk|p–

and

∇δuk · n = rk
(e)|∇uk|. (.)

Due to (.) and (.), ∇δuk is written as

∇δuk = –
 – rk

 (e)
p – 

∇uk + rk
(e)|∇uk|n. (.)

Taking the scalar product of (.) with ∇δuk yields

|∇uk|p–|∇δuk|

= ( – p)|∇uk|p–(∇uk · ∇δuk) – |∇uk|p–∇uk · ∇δuk + ∇w · ∇δuk

= ( – p)|∇uk|p–(∇uk · ∇δuk) +
(
rk

 (e) – 
)|∇uk|p–|∇uk|∇uk · ∇δuk

+ rk
(e)|∇uk|p–n · ∇δuk . (.)

We consider the following equation:

|∇uk|p–(|∇uk+| – |∇uk|
)

= |∇uk|p–(|∇uk + ∇δuk| – |∇uk|
)

= |∇uk|p–∇uk · ∇δuk + |∇uk|p–|∇δuk|. (.)

Combining (.)-(. ) with (.) yields the equation

|∇uk|p–(|∇uk+| – |∇uk|
)

=
(rk

 (e) – )
p – 

|∇uk|p –
(p – )( – rk

 (e))

(p – ) |∇uk|p

+
( – rk

 (e))

p – 
|∇uk|p +

∣∣rk
(e)

∣∣|∇uk|p

=
[

(rk
 (e) – )
p – 

+
(

 – rk
 (e)

p – 

)

+
∣∣rk

(e)
∣∣

]
|∇uk|p.
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Condition (.) results in

(rk
 (e) – )
p – 

+
(

 – rk
 (e)

p – 

)

+
∣∣rk

(e)
∣∣ ≤ .

Therefore, (.) is not greater than zero, which means

|∇uk+| – |∇uk| ≤ ,

that is,

|∇uk+| ≤ |∇uk|,

which completes the proof of Lemma . �

Remark  Lemma  indicates that in order to make the gradient modulus of the next
iterative function uk+ less than that of uk , the projection of ∇w onto the orthogonal
component of ∇uk needs to be small enough. Furthermore, this ensures small projection
of ∇δuk onto orthogonal component of ∇w such that the direction of gradient field of
uk+ is almost consistent with that of w. This consistency is very important since the
direction of the gradient of u∗ is the same as that of w, that is, the result of (.). As will
seen inthe next subsection, the decreasing of the gradient modulus on an element e ∈ Sh

is an important precondition for convergence of the iterative functions.

4.2 Convergence analysis
In order to derive the convergence of the effective particular iterative functions, we first
introduce the following Lemma  corresponding to Lemma .

Lemma  For uk ∈ Hh and δuk ∈ Hh, let uk+ = uk + δuk , and let q be conjugate of p, that
is, /p + /q = . If uk (k = , , . . .) satisfy the requirements of Lemma  and if w ∈ W ,p(�)
and u ∈ H

(�), then we have

∫
�

|∇uk|p dx dy ≤ C, k = , , . . . , (.)

and ∫
�

|∇uk|p–∣∣∇(uk+ – uk)
∣∣ dx dy →  (k → ∞), (.)

where C in this context indicates a positive constant that is possibly different at different
occurrences.

Proof Taking vh = uk+ – uk in (.) of Problem III yields that

∫
�

(p – )|∇uk|p–∣∣∇uk · ∇(uk+ – uk)
∣∣ dx dy +

∫
�

|∇uk|p–∣∣∇(uk+ – uk)
∣∣ dx dy

+
∫

�

|∇uk|p–∇uk · ∇(uk+ – uk) dx dy =
∫

�

∇w · ∇(uk+ – uk) dx dy. (.)



Luo and Teng Journal of Inequalities and Applications  (2016) 2016:281 Page 12 of 24

According to the decreasing result of Lemma , the third term on the left-hand side of
(.) yields that

∫
�

|∇uk|p–∇uk · ∇(uk+ – uk) dx dy

=



∫
�

|∇uk|p–(|∇uk+| – |∇uk|–
∣∣∇(uk+ – uk)

∣∣)dx dy

=



∫
�

|∇uk|p–|∇uk+| dx dy

–



∫
�

|∇uk|p dx dy –



∫
�

|∇uk|p–∣∣∇(uk+ – uk)
∣∣ dx dy

≥ 


∫
�

|∇uk+|p dx dy

–



∫
�

|∇uk|p dx dy –



∫
�

|∇uk|p–∣∣∇(uk+ – uk)
∣∣ dx dy. (.)

Combining (.) with (.) yields the following estimate:




∫
�

|∇uk+|p dx dy –



∫
�

|∇uk|p dx dy +



∫
�

|∇uk|p–∣∣∇(uk+ – uk)
∣∣ dx dy

≤
∫

�

∇w · ∇(uk+ – uk) dx dy.
(.)

Summing (.) from k = , , . . . , N –  and using the Young and Cauchy inequalities, we
obtain that




∫
�

|∇uN |p dx dy –



∫
�

|∇u|p dx dy +



N–∑
k=

∫
�

|∇uk|p–∣∣∇(uk+ – uk)
∣∣ dx dy

≤
∫

�

∇w · ∇uN dx dy –
∫

�

∇w · ∇u dx dy

≤ ‖∇w‖,q,�‖∇uN‖,p,� –
∫

�

∇w · ∇u dx dy

≤ 
q

∫
�

|∇w|q dx dy +

p

∫
�

|∇uN |p dx dy –
∫

�

∇w · ∇u dx dy. (.)

Furthermore, (.) can be written as
(




–

p

)∫
�

|∇uN |p dx dy –



∫
�

|∇u|p dx dy

+



N–∑
k=

∫
�

|∇uk|p–∣∣∇(uk+ – uk)
∣∣ dx dy

≤ 
q

∫
�

|∇w|q dx dy –
∫

�

∇w · ∇u dx dy. (.)

Evidently, (.) and (.) hold, which completes the proof of Lemma . �

The compact embedding theorem (see []) shows that, for two-dimensional space and
p > , if � is bounded and its boundary is Lipschitz continuous, then the following imbed-
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ding is compact:

W ,p(�) ↪→↪→ C(�̄).

The following theorem can be derived from this compact embedding result.

Theorem  Let η ∈ P denote the node of Sh, and let {λi}M
i= be a basis of Hh. Under the

hypotheses of Lemma , there exits a unique ū ∈ Hh such that the iterative functions uk

converge to ū in the following sense:

sup
η∈P

∣∣uk(η) – ū(η)
∣∣ →  (k → ∞), (.)

lim
k→∞

∫
�

|∇uk|p–∇uk · ∇λi dx dy =
∫

�

|∇ū|p–∇ū · ∇λi dx dy, i = , , . . . , M. (.)

Proof Since (.) holds, due to the compact embedding theorem, (.) is easily derived,
and also uk

W→ ū in W ,p
 (�), that is,

lim
k→∞

〈g, uk〉 = 〈g, ū〉, ∀g ∈ (
W ,p

 (�)
)′, (.)

where (W ,p
 (�))′ is the dual space of W ,p

 (�). Let us introduce the space

X =
{|∇u|p–∇u; u ∈ W ,p

 (�)
}

.

We note that X is isomorphic to W ,p
 (�) with the one-to-one operator

A : X → W ,p
 (�), A ◦ (|∇u|p–∇u

)
= u,

and its corresponding conjugate operator

A∗ :
(
W ,p

 (�)
)′ → X ′

satisfies

〈
g, A ◦ (|∇u|p–∇u

)〉
=

〈
A∗ ◦ g, |∇u|p–∇u

〉
, ∀g ∈ (

W ,p
 (�)

)′. (.)

Evidently, by (.), X ↪→↪→ L(�). For a given triangulation Sh of �, the basis functions
of the finite element space Hh satisfy

sup
e∈Sh

∣∣∇λi(e)
∣∣ ≤ C, i = , , . . . , M, (.)

which indicates that ∇λi ∈ L∞(�) (i = , , . . . , M). Due to the Riesz representation theo-
rem (see []), for each ∇λi, there exists a unique ϕi ∈ (L(�))′ such that

(∇λi, |∇uk|p–∇uk
)

=
〈
ϕi, |∇uk|p–∇uk

〉
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and

(∇λi, |∇ū|p–∇ū
)

=
〈
ϕi, |∇ū|p–∇ū

〉
.

Since (L(�))′ ⊂ X ′, for each ϕi mentioned, there exists a unique gi ∈ (W ,p
 (�))′ such that

ϕi = A∗ ◦ gi. From (.) and (.) we derive (.) by the limitation

lim
k→∞

(∇λi, |∇uk|p–∇uh
)

= lim
k→∞

〈
A∗ ◦ gi, |∇uk|p–∇uk

〉
= lim

k→∞
〈
gi, A ◦ |∇uk|p–∇uk

〉
= lim

k→∞
〈gi, uk〉 = 〈gi, ū〉 =

(∇λi, |∇ū|p–∇ū
)
.

Thus, the proof of Theorem  is completed. �

Though uk converges to ū by Theorem , it is still not clear whether or not ū represents
the finite element solution of Problem II. This question will be answered by Theorem .
To this end, it is necessary to introduce the following lemma.

Lemma  For vectors a ∈ R and b ∈ R, there exists a constant c >  independent of a
and b such that

c|a – b|p ≤ (|a|p–a – |b|p–b
) · (a – b).

Theorem  Under the hypotheses of Lemma , let ū ∈ Hh be the convergence function of
uk , and u∗ ∈ Hh be the finite element solution of Problem II. For each node η ∈ P and each
element e ∈ Sh, we have

ū(η) = u∗(η), ∇ū(e) = ∇u∗(e).

Proof Taking vh = λi in (.), by (.) and the Cauchy inequality we get

∣∣∣∣
∫

�

(
–|∇uk|p–∇uk + ∇w

) · ∇λi dx dy
∣∣∣∣

=
∣∣∣∣
∫

�

[
(p – )|∇uk|p–∇uk · ∇(uk+ – ∇uk)(∇uk · ∇λi)

+ |∇uk|p–∇(uk+ – uk) · ∇λi
]

dx dy
∣∣∣∣

≤ C
∫

�

(p – )|∇uk|p–∣∣∇(uk+ – uk)
∣∣dx dy

≤ C
(∫

�

|∇uk|p– dx
)/(∫

�

|∇uk|p–∣∣∇(uk+ – uk)
∣∣ dx dy

)/

. (.)

Since ‖∇uk‖,p–,� ≤ ‖∇uk‖,p,� (see []) and ‖∇uk‖,p,� is bounded, (.) can be written
as

(∫
�

(
–|∇uk|p–∇uk +∇w

) ·∇λi dx dy
)

≤ C
∫

�

|∇uk|p–∣∣∇(uk+ –uk)
∣∣ dx dy. (.)
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Summing (.) for k = , , , . . . , N –  and using (.), we obtain that

∞∑
k=

(∫
�

(
–|∇uk|p–∇uk + ∇w

) · ∇λi dx dy
)

≤ C,

which means that, for each i ( ≤ i ≤ M), we have the limitation

lim
k→∞

∫
�

(
–|∇uk|p–∇uk + ∇w

) · ∇λi dx dy = .

By (.) we observe that, for each i ( ≤ i ≤ M),

∫
�

|∇ū|p–∇ū · ∇λi dx dy =
∫

�

∇w · ∇λi dx dy.

Since {λi}M
i= is a basis of the finite element space Hh, then for any vh ∈ Hh, we have

∫
�

|∇ū|p–∇ū · ∇vh dx dy =
∫

�

∇w · ∇vh dx dy. (.)

On the other hand, u∗ ∈ Hh is the unique finite element solution of Problem II such that

∫
�

∣∣∇u∗∣∣p–∇u∗ · ∇vh dx dy =
∫

�

∇w · ∇vh dx dy. (.)

Owing to Lemma , subtracting (.) and (.) and taking vh = ū – u∗ yield that

c

∫
�

∣∣∇(
u∗ – ū

)∣∣p dx dy ≤
∫

�

(∣∣∇u∗∣∣p–∇u∗ – |∇ū|p–∇ū
)∇(

u∗ – ū
)

dx dy = ,

where c > . Evidently, we have

ū(η) = u∗(η), η ∈ P; ∇ū(e) = ∇u∗(e), e ∈ Sh.

Thus, the proof of Theorem  is completed. �

Remark  Theorem  shows that the gradient of uk is just weakly convergent in the sense
of (.). For a stronger convergence, the further discussion will be involved in the study
of convergence rate of iterative functions in the next subsection.

4.3 Convergence rate of iterative functions near the solution
To the best of our knowledge, Newton algorithms of algebraic equations have local
quadratic convergence rate (see []). Among the usual optimization algorithms, such as
the direct decent method and conjugate gradient method, the convergence rate of New-
ton iterations near the solution is the fastest (see []). Whether or not it also works for
p-Laplace equation will be studied in this subsection.

Theorem  (Local convergence rate theorem) Assume that u∗ ∈ Hh is the solution of Prob-
lem II such that

J ′(u∗) = . (.)
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Let uk–, uk , and uk+ (k = , , . . .) be iterative functions by Newton iteration with α = 
satisfying

μ
(
u∗, uk , uk–

)
:= sup

t∈[,],e∈Sh

{ |( – t)∇u∗(e) + t∇uk(e)|p–

|∇uk–(e)|(p–)/|∇uk(e)|(p–)/

}
≤ d, (.)

where d >  is constant. Then, we have the estimate

(∫
�

|∇uk|p–∣∣∇(
uk+ – u∗)∣∣ dx dy

)/

≤ dC(p)
(∫

�

|∇uk–|p–∣∣∇(
u∗ – uk

)∣∣ dx dy
)/

, (.)

where C(p) is a positive number that depends only on p.

Proof First, we consider the third derivative of operator J(u) as follows:

J ′′′(u) ◦ δuδuδu =
∫

�

{
(p – )(p – )|∇u|p–(∇u · ∇δu)(∇u · ∇δu)∇u

+ (p – )|∇u|p–(∇δu · ∇δu)∇u

+ (p – )|∇u|p–(∇u · ∇δu)∇δu

+ (p – )|∇u|p–(∇u · ∇δu)∇δu
} · ∇δu dx dy

≤ C(p)
∫

�

|∇u|p–|∇δu||∇δu||∇δu|dx dy. (.)

From (.), the Newton iterative formula (.), and (.), according to the Taylor expan-
sion with respect to a function and (.), we derive the estimate

∫
�

|∇uk|p–∣∣∇(uk+ – uk)
∣∣ dx dy < a

(
uk+ – u∗, uk+ – u∗)

= J ′′(uk) ◦ (
uk+ – u∗)(uk+ – u∗)

= J ′′(uk) ◦ (
uk+ – uk + uk – u∗)(uk+ – u∗)

=
{

J ′(u∗) + J ′′(uk) ◦ (uk+ – uk) – J ′′(uk) ◦ (
u∗ – uk

)}(
uk+ – u∗)

=
{

J ′(u∗) – J ′(uk) – J ′′(uk) ◦ (
u∗ – uk

)}(
uk+ – u∗)

=
∫ 



[
J ′′′(( – t)u∗ + tuk

) ◦ (
u∗ – uk

)(
u∗ – uk

)(
uk+ – u∗)]( – t) dt

≤ C(p)
∫ 



[∫
�

∣∣( – t)∇u∗ + t∇uk
∣∣p–∣∣∇(

u∗ – uk
)∣∣∣∣∇(

uk+ – u∗)∣∣dx dy
]

( – t) dt,

where C(p) in this context indicates a positive constant that only depends on p and is
possibly different at different occurrences. For convenience, we set

ρ
(
t, u∗, uk , uk–

)
:=

|( – t)∇u∗(e) + t∇uk(e)|p–

|∇uk–(e)|(p–)/|∇uk(e)|(p–)/ .
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By using (.) and the estimate described we have

∫
�

|∇uk|p–∣∣∇(
uk+ – u∗)∣∣ dx dy

≤ C(p)
∫ 



∫
�

(
ρ
(
t, u∗, uk , uk–

)|∇uk–|(p–)/∣∣∇(
u∗ – uk

)∣∣)
· (|∇uk|(p–)/∣∣∇(

uk+ – u∗)∣∣)( – t) dt dx dy

≤ C(p)
∫ 



(∫
�

ρ
(
t, u∗, uk , uk–

)|∇uk–|p–∣∣∇(
u∗ – uk

)∣∣ dx dy
)/

·
(∫

�

|∇uk|p–∣∣∇(
uk+ – u∗)∣∣ dx dy

)/

( – t) dt

≤ C(p)μ
(
u∗, uk , uk–

)(∫
�

|∇uk–|p–∣∣∇(
u∗ – uk

)∣∣ dx dy
)/

·
(∫

�

|∇uk|p–∣∣∇(
uk+ – u∗)∣∣ dx dy

)/

.

Evidently, (.) is an immediate consequence of (.) and the last estimate. The proof
of Theorem  is complete. �

Corollary  Under the assumptions of Theorem , if uk and uk– satisfy

sup
e∈Sh

|∇u∗(e) – ∇uk(e)|
|∇uk–(e)| ≤ β

dC(p)
, β < ,

then we have the inequality

∫
�

|∇uk|p–∣∣∇(
uk+ – u∗)∣∣ dx dy ≤ β

∫
�

|∇uk–|p–∣∣∇(
uk – u∗)∣∣ dx dy,

which indicates that
∫

�

|∇uk|p–∣∣∇(
uk+ – u∗)∣∣ dx dy →  (k → ∞). (.)

Remark  In the description of local convergence rate theorem, it is significant to intro-
duce the definition of μ, which relies on the relationship of the solution u∗ and iterative
functions uk and uk–. More precisely, the relationship is represented by the ratio of u∗,
uk , and uk– in the gradient modulus on an element e ∈ Sh whose powers satisfy

p –  = (p – )/ + (p – )/.

On the other hand, the boundedness of μ is similar to the well-posed condition for u∗, uk ,
and uk– such that there is no situation of high order among them. Moreover, it infers that
the iterative functions uk and uk– are in a neighborhood of the solution u∗. This is the
reason that we call Theorem  a local convergence rate theorem. In fact, (.) shows the
convergence rate by the fact that the term |∇(uk – u∗)| on its right-hand side has higher
power compared with the term |∇(uk+ – u∗)| on its left-hand side, which is similar to
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the case of algebraic equations, whereas the power of |∇uk–|p– on the right-hand side is
lower than that of the term |∇uk|p– on the left-hand side. Such changes in powers mean
that the iterative functions approximate the solution more and more quickly.

Remark  Corollary  is a result on the stronger convergence of the gradient, compared
with (.) in Theorem . However, due to the description of (.), it is different from
the strong convergence in H

(�) or W ,p
 (�), which is related to the value of |∇uk|p– on

each element e ∈ Sh and consistent with the statement of (.) in Lemma .

5 An effective particular initial iterative function
To begin with, we introduce the particular problem

{
–∇ · (|∇w|∇φ) = f , (x, y) ∈ �,
φ = , (x, y) ∈ ∂�,

whose finite element formulation is as follows.

Problem V Find φ ∈ Hh such that

∫
�

|∇w|∇φ · ∇vh dx dy =
∫

�

∇w · ∇vh dx dy, ∀vh ∈ Hh. (.)

Evidently, on each element e ∈ Sh, the solution φ satisfies

∇φ =
∇w

|∇w| , |∇φ| = . (.)

Thus, a particular initial iterative function is

u = φ + w, (.)

which satisfies the following inequality on each element e ∈ Sh:

|∇w| ≤ |∇u|p–. (.)

According to the theory of elliptic equations (see []), there exists a constant C >  such
that, on each element e ∈ Sh,

∣∣∇w(e)
∣∣ ≤ C,

∣∣∇u(e)
∣∣ ≤ C + .

Therefore, we take c(e) =  + C and

c(e) =

{
|∇w(e)|/( + C)p– if |∇w(e)| < ,
/( + C)p– otherwise,

such that u is well posed. For the particular initial function, (.) plays a very important
role in construction of the special iterative function sequence mentioned in Section 
which is the following lemma.
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Lemma  Take the initial function u defined as in (.) and set uk ∈ Hh as the iterative
function by Newton formula (.) with step length α = . For any integer k ≥  and trian-
gular element e ∈ Sh, we have the following inequalities:

|∇w| ≤ |∇uk|p–, (.)

|∇uk+| ≤ |∇uk|. (.)

Proof We use mathematical induction. First, we study the case k = . According to (.),
(.), and (.), for each element e ∈ Sh, we have

r
 (e) = . (.)

Since δu ∈ Hh is the solution of (.), due to (.) and (.), u is characterized by

∇u = ∇u + ∇δu =
p –  + r

 (e)
p – 

|∇u|p–∇u,

which indicates u and w have the same direction of the gradient field such that u satis-
fies r

(e) = . Therefore, for k = , Lemma  shows that, on each element e ∈ Sh, we have
|∇u| ≤ |∇u|. Furthermore, from (.), (.), and (.) we get the following equations
on each triangular element e ∈ Sh:

|∇w| = |∇u|p–r
 (e), |∇u|p– = |∇u|p–

(
p –  + r

 (e)
p – 

)p–

.

In order to study the relationship of these two equations, we introduce the function

g(x) = x –
[
 – ( – x)/(p – )

]p–, x ∈ [, ]. (.)

Since g() =  and g ′(x) =  – [ – ( – x)/(p – )]p– ≥ , it suffices to prove that g(x) ≤ ,
which means that u satisfies (.).

Assuming that uk satisfies

rk
(e) = , (.)

we consider

uk+ = uk + δuk .

Likewise, from the iterative formula (.), it follows that rk+
 (e) = . Applying the method

in the case k =  to the general situation mentioned before, we obtain that uk+ satisfies

|∇w| ≤ |∇uk+|p–,
∣∣∇uk+| ≤ |∇uk

∣∣,
which completes the proof of Lemma . �
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Theorem  Taking the initial function u as in (.) and setting uk ∈ Hh as the iterative
function by Newton formula (.) with step length α = , then uk converges to the finite
element solution of Problem II.

Remark  As described before, in order to achieve the descent effect, the classical Newton
algorithm needs a few attempts to shorten the iterative step length, whereas the particular
initial function introduced in this section ensures the step length equal to . Besides, it is
proved that the iterative functions based on the initial function converge to the solution
for the p-Laplace equation, and the result of convergence rate theorem also holds. On the
other hand, since the decreasing properties and existence of nontrivial lower boundary,
these iterative functions are all well posed, whereas the well-posed theorem in Section .
cannot guarantee that the subsequent functions of iteration are always well posed. In fact,
this is attributed to the absence of nontrivial lower bound of gradient modulus in a well-
posed theorem.

6 Some numerical experiments
In this section, we present some experiments of the Newton method to solve the p-Laplace
equation based on two different initial iterative functions so as to validate the conclusion
of theoretical analysis in the preceding section. To begin with, we take p = , the two-
dimensional domain

� =
{

(x, y) ∈ R; x + y < 
}

,

and the source function f defined by f (x, y) = sin(πx) cos(πy).
We divide the domain �̄ into small triangular elements, which leads to a uniformly reg-

ular triangulation Sh with h ≤ .. The triangulation is depicted graphically on the left-
hand side of Figure .

First, we consider the solution w of Problem IV as the initial function. From the right-
hand side of Figure , the solution is characterized by a gentle and smooth shape at the
peaks and troughs. According to the Newton iteration with step α = , we obtain the nu-
merical iteration function u, depicted on the left-hand side of Figure . Evidently, u is
not well posed: its value can reach ± in some region of space owing to the large gra-
dient modulus of this area. Continuing the Newton iteration with step length equal to ,

Figure 1 The left-hand side figure depicts the triangulation of unit circle area; the right-hand side one
is a figure of the solution w0 of Problem IV.
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Figure 2 The left-hand side figure depicts function u1 of the first iteration; the right-hand side one is
a figure of function u29 of the 29th iteration.

Table 1 The data record the case of 29 iterations with w0 as the initial function and step
length equal to 1, where k is the iteration number, G is defined by (3.9), and the rate θ
denotes G(uk)/G(uk–1)

k G θ k G θ k G θ

0 0.0337 - 10 2.5505e+08 0.3164 20 2.5649e+03 0.3164
1 8.0246e+12 - 11 8.0700e+07 0.3164 21 811.5647 0.3164
2 2.5390e+12 0.3164 12 2.5534e+07 0.3164 22 256.7842 0.3164
3 8.0336e+11 0.3164 13 8.0791e+06 0.3164 23 81.2481 0.3164
4 2.5419e+11 0.3164 14 2.5563e+06 0.3164 24 25.7074 0.3164
5 8.0427e+10 0.3164 15 8.0882e+05 0.3164 25 8.1338 0.3164
6 2.5448e+10 0.3164 16 2.5592e+05 0.3164 26 2.5733 0.3164
7 8.0518e+09 0.3164 17 8.0974e+04 0.3164 27 0.8137 0.3164
8 2.5476e+09 0.3164 18 2.5621e+04 0.3164 29 0.2569 0.3164
9 8.0609e+08 0.3164 19 8.1065e+03 0.3164 29 0.0808 0.3164

we spend  times of iteration in finding the well-posed function u, depicted on the
right-hand side of Figure .

The total  iterations are recorded in Table  including two parameters, G and θ . Ac-
cording to (.), G(uk) can determine whether uk approximates the solution of Problem II.
The smaller of G means the more approximate solution obtained, and the decline rate of
G is represented by θ . From Table , the large G of previous  iterations means that there
exist some areas with very large gradient modulus, which can be inferred by the decline
rate θ . Accurately, the numerical experiment verifies the conclusion of Corollary , which
indicates that G declines by the rate

[
 – /(p – )

]p– = ..

Until the th iteration, the value of θ becomes slightly small. The slight change shows
that there are still some areas whose gradient has more significant impact on the overall
convergence than that of other area.

According to the previous discussion, although the selection of w as the initial func-
tion can result in a well-posed function by the sufficient iterations, the shortage of the
geometric decrease is slow, and for the first iteration, the value of G can reach , likely
to cause data overflow. A conclusion can be drawn that w is not suitable as the initial
function. Therefore, we take the expression of (.) as the initial function u, depicted
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Figure 3 The left-hand side figure depicts the initial function u0 denoted by (5.3); the right-hand side
shows the function u8 of the 8th iteration.

Table 2 The initial function is denoted by (5.3), and k, G, and θ have the same meanings with
those in Table 1

k G θ k G θ

1 0.2535 0.3101 5 9.5231e–04 0.1831
2 0.0757 0.2986 6 7.9119e–05 0.0831
3 0.0210 0.2774 7 1.3964e–06 0.0176
4 0.0052 0.2476 8 7.5035e–10 5.3735e–04

on the left-hand side of Figure . According to theoretical analysis in Sections  and ,
the particular initial function can lead to a particular sequence of iterative function with
the decreasing properties of gradient modulus on each element e, it is further proved to
converge to the solution for p-Laplace equation. The numerical experiments show that we
need only  iterations to achieve a better result, depicted on the right-hand side of Figure 
and recorded in Table . Compared with w, the shape of u at the peaks and troughs be-
come steep and sharp. As seen by the Table , G become very small after  iterations, and
the rate θ indicates that the decline is gradually accelerated owing to the nice selection of
initial function.

Due to the study in Remark  of Section , the direction of the gradient on each ele-
ment e is an important factor in affecting the convergence, which is taken into account
in the selection of initial function in Section . Thus, Figure  shows the gradient fields
of u and w, whose directions are very similar. On the other hand, we can apply (.) to
determine whether u approximates the solution of Problem II, mainly by comparing the
gradient field of w with the vector field of |∇u|p–∇u, depicted in Figure . As seen in
Figure , the directions and lengths of arrows in the left- and right-hand side figures are
almost identical, which means that u is regarded as the approximate solution of Prob-
lem II.

7 Conclusions
At the beginning of this paper, the classical Newton algorithm for the p-Laplace equation
is presented. However, the convergence and convergence rate of the Newton iterations
depend heavily on the selections of the initial iterative function and iterative step length.
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Figure 4 The gradient fields of w0 and u0 are showed, depicted on the left- and right-hand side,
respectively.

Figure 5 The left-hand side figure depicts the gradient field of w0; the right-hand one depicts the
vector field of |∇u8|3∇u8.

In order to find a suitable initial function, the well-posed condition of the iterative func-
tion is put forward, which can guarantee the absence of singularity in the iterations. Fur-
thermore, according to the well-condition theorem, we know that well-posed iterative
functions always exist, except the statement that the subsequent functions of iteration with
step length  are all well posed, which means that despite the preceding well-posed func-
tions, a subsequent function may be not well posed. This may lead to the result that the
properties of iterative functions change back and forth between the well-posed and non-
well-posed states. After studies, it is attributed to the absence of nontrivial lower bound
of the gradient modulus. Considering the analysis described, we select a particular initial
iterative function (.). By the Newton iteration with step length , the particular initial
function results in a particular sequence of iterative functions with the decreasing prop-
erties of the gradient modulus of a subdivision element, and it is proved to converge to the
solution of finite element formulation of the p-Laplace equation in Section . Moreover,
the local convergence rate shows that the convergence rate is very fast, further validated
by the numerical experiments in Section .

On the other hand, due to Remark  in Section ., it is important to make the direction
of the gradient of iterative functions consistent with that of the solution of Problem IV. Ac-
tually, according to the study in Section , the initial function and the corresponding iter-
ative functions satisfy the consistency mentioned previously, so that a better convergence
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effect is achieved and verified by the numerical experiments in Section . Evidently, for
the iterative method based on the particular initial function, it is not necessary to change
the iterative step length. In summary, the method not only makes up the shortage of the
classical Newton algorithm, which requires an exploratory reduction in the iterative step
length, but also retains the benefit of fast convergence rate.
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