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Abstract
We assume that Xk =

∑+∞
i=–∞ aiξi+k is a moving average process and {ξi , –∞ < i < +∞}

is a doubly infinite sequence of identically distributed and dependent random
variables with zero mean and finite variance and {ai , –∞ < i < +∞} is an absolutely
summable sequence of real numbers. Under suitable conditions of dependence, we
get the precise rates in the law of iterated logarithm for the first moment of the partial
sums of the moving average process.
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1 Introduction
Suppose that {ξi, –∞ < i < +∞} is a doubly infinite sequence of identically distributed ran-
dom variables with zero mean and finite variance and {ai, –∞ < i < +∞} is an absolutely
summable sequence of real numbers and

Xk =
+∞∑

i=–∞
aiξi+k , k ≥ , ()

is a moving average process based on {ξi, –∞ < i < +∞}. Set Sn =
∑n

k= Xk , n ≥ .
Under the assumption that {ξi, –∞ < i < +∞} is a sequence of independent identically

distributed (i.i.d.) random variables, many limiting results have been obtained for the mov-
ing average process {Xk , k ≥ }. Burton and Dehling [] got a large deviation principle; Yang
[] established the central limit theorem and the law of the iterated logarithm; Li et al. []
and Zhang [] obtained the complete convergence; and complete moment convergence
was proved by Li [] and Li and Zhang [].

In this article we will discuss the case of ϕ-mixing. Suppose that {ξi, –∞ < i < +∞} is a
sequence of identically distributed and ϕ-mixing random variables with

ϕ(m) := sup
k≥

{∣
∣P(B|A) – P(B)

∣
∣, A ∈F k

–∞,P(A) �= , B ∈F∞
k+m

} → , m → ∞,

© 2016 Zhang and Wu. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.

http://dx.doi.org/10.1186/s13660-016-1190-1
http://crossmark.crossref.org/dialog/?doi=10.1186/s13660-016-1190-1&domain=pdf
mailto:wqy666@glut.edu.cn


Zhang and Wu Journal of Inequalities and Applications  (2016) 2016:253 Page 2 of 13

where Fb
a = σ (ξi, a ≤ i ≤ b). By definition, we know that {Xk , k ≥ } is ϕ-mixing if {ξi, –∞ <

i < +∞} is a sequence of ϕ-mixing distributed random variables.
Since Hsu and Robbins [] introduced complete convergence, there have been exten-

sions in several directions. Some authors studied the precise asymptotics of complete con-
vergence on moving average. For example, Li and Zhang [] got precise asymptotics in the
law of the iterated logarithm of moving average and Xiao and Yin [] got moment conver-
gence rates in the law of logarithm for moving average process under dependence, etc.

Xiao and Yin [] studied precise asymptotics in the law of iterated logarithm for the
first moment convergence of i.i.d. random variables. They got the following result.

Theorem . Let {Y , Yn, n ≥ } be a sequence of i.i.d.random variables and set Un =
∑n

i= Yi. N is the standard normal random variable and EY = ,EY  = σ , then, for d > 
and β > ,

lim
ε↘

εβ/d
∞∑

n=

(log log n)β–

n/ log n
E

{|Un| – εσ
√

n(log log n)d/}
+ =

dσE|N |β/d+

β(β + d)
. ()

Inspired by Xiao and Yin [], we extend this result to moving average processes under
ϕ-mixing random variable. Throughout this article, log x := ln(x ∨ e), and the symbol c
denotes a positive constant which may be different in various places, and [x] denotes the
largest integer which is not greater than x, and N is the standard normal random variable.
Now, we state the main result of this article.

Theorem . Suppose {Xi, i ≥ } is defined as in (), where {ai, –∞ < i < +∞} is a sequence
of real numbers with

∑+∞
i=–∞ |ai| < ∞, and {ξi, –∞ < i < +∞} is a sequence of identically

distributed ϕ-mixing random variables with zero mean and finite variance and  < σ  :=
Eξ 

 + 
∑∞

k= Eξξk < ∞,
∑∞

m= ϕ/(m) < ∞, τ := σ |∑+∞
i=–∞ ai|. Then, for d >  and β > ,

lim
ε↘

εβ/d
∞∑

n=

(log log n)β–

n/ log n
E

{|Sn| – ετ
√

n(log log n)d/}
+ =

dτE|N |β/d+

β(β + d)
. ()

Remark . Let ai =  for i =  and ai =  for i �= , that is to say, Xk = ξk with Eξ =
,Eξ 

 < ∞ and  < σ  := Eξ 
 + 

∑∞
k= Eξξk < ∞, then, for Sn =

∑n
k= ξk , () still holds for

τ = σ when {Xk ; k ≥ } is a sequence of identically distributed ϕ-mixing random variables.
Therefore, this result extends Theorem ..

2 Lemmas
To prove our main result, we need the following lemmas.

Lemma . (Burton and Dehling []) Let
∑+∞

i=–∞ ai be an absolutely convergent series of
real numbers with a =

∑+∞
i=–∞ ai and k ≥ , then

lim
n→∞


n

+∞∑

i=–∞

∣
∣
∣
∣
∣

i+n∑

j=i+

aj

∣
∣
∣
∣
∣

k

= |a|k .
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Lemma . (Shao []) Let {Xi, i ≥ } be a sequence of ϕ-mixing random variables with
zero means and finite second moments. Set Sn =

∑n
i= Xi. Then

ES
n ≤ ,n exp

{


[log n]∑

i=

ϕ/(i)
}

max
≤i≤n

EX
i . ()

If there is some Cn such that max
≤i≤n

ES
i ≤ Cn, then, for all q ≥ , there exists a C = C(q,ϕ(·))

such that

E max
≤i≤n

|Si|q ≤ C
(

Cq/
n + E max

≤i≤n
|Xi|q

)
. ()

Lemma . (Lin and Zhou []) Let {Xi, i ≥ } be defined as in (), and {ξi, –∞ < i < +∞}
be a sequence of identically distributed ϕ-mixing random variables with zero means and
finite variances and  < σ  = Eξ 

 + 
∑∞

k= Eξξk < ∞,
∑∞

m= ϕ/(m) < ∞, then

Sn

τ
√

n
D−→N (, ), τ = σ

∣
∣
∣
∣
∣

+∞∑

i=–∞
ai

∣
∣
∣
∣
∣
, ()

where
D−→ denotes convergence in distribution.

3 Proof of main result
In this section, for  < ε <  and M > , we set

b(ε) =
[
exp

{
exp

{
Mε–/d}}]. ()

Without loss of generality, we assume that τ = .
Theorem . will be proved if we show the following propositions.

Proposition . Under the conditions of Theorem ., we have

lim
ε↘

εβ/d
∞∑

n=

(log log n)β–

n log n
E

{|N | – ε(log log n)d/}
+ =

dE|N |β/d+

β(β + d)
, ()

lim
M→∞ εβ/d

∑

n>b(ε)

(log log n)β–

n log n
E

{|N | – ε(log log n)d/}
+ = , ()

where () uniformly holds true with respect to  < ε < .

Proof See the proof of Proposition  and Proposition  in Xiao and Yin []. �

Proposition . Under the conditions of Theorem ., we have

lim
ε↘

εβ/d
∑

n≤b(ε)

(log log n)β–

n log n
∣
∣E

{|N | – ε(log log n)d/}
+

– E
{|Sn|/

√
n – ε(log log n)d/}

+

∣
∣ = . ()



Zhang and Wu Journal of Inequalities and Applications  (2016) 2016:253 Page 4 of 13

Proof Let �n = supx∈R |P(|N | ≥ x)–P(|Sn|/√n ≥ x)|. By Lemma ., then we have �n → 
as n → ∞. We have

εβ/d
∑

n≤b(ε)

(log log n)β–

n log n
∣
∣E

{|N | – ε(log log n)d/}
+ – E

{|Sn|/
√

n – ε(log log n)d/}
+

∣
∣

= εβ/d
∑

n≤b(ε)

(log log n)β–

n log n

∣
∣
∣
∣

∫ ∞


P
(|N | ≥ x + ε(log log n)d/)dx

–
∫ ∞


P
(|Sn|/

√
n ≥ x + ε(log log n)d/)dx

∣
∣
∣
∣

≤ εβ/d
∑

n≤b(ε)

(log log n)β–+d/

n log n

∫ ∞



∣
∣P

(|N | ≥ (x + ε)(log log n)d/)

– P
(|Sn|/

√
n ≥ (x + ε)(log log n)d/)∣∣dx

≤ εβ/d
∑

n≤b(ε)

(log log n)β–+d/

n log n

∫ l(n)



∣
∣P

(|N | ≥ (x + ε)(log log n)d/)

– P
(|Sn|/

√
n ≥ (x + ε)(log log n)d/)∣∣dx

+ εβ/d
∑

n≤b(ε)

(log log n)β–+d/

n log n

∫ ∞

l(n)
P
(|N | ≥ (x + ε)(log log n)d/)dx

+ εβ/d
∑

n≤b(ε)

(log log n)β–+d/

n log n

∫ ∞

l(n)
P
(|Sn|/

√
n ≥ (x + ε)(log log n)d/)dx

:= I + I + I, ()

where l(n) = (log log n)–d/�–/
n . Hence, for I, by applying Lemma ., we have

I ≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/

n log n

∫ l(n)


�n dx ≤ cεβ/d

∑

n≤b(ε)

(log log n)β–+d/

n log n
�nl(n)

= cεβ/d
∑

n≤b(ε)

(log log n)β–

n log n
�/

n ≤ cMβ

(log log b(ε))β
∑

n≤b(ε)

(log log n)β–

n log n
�/

n . ()

So, by the Toeplitz lemma, we have

lim
ε↘

I = . ()

As for I, by the Markov inequality, (), and (), we have

I ≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/

n log n

∫ ∞

l(n)


(x + ε)(log log n)d dx

≤ cεβ/d
∑

n≤b(ε)

(log log n)β––d/

n log n
l(n)–

≤ cεβ/d
∑

n≤b(ε)

(log log n)β–

n log n
�/

n → , as ε ↘ . ()
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For I, note that Sn =
∑n

k= Xk =
∑+∞

i=–∞
∑n

k= aiξi+k =
∑+∞

i=–∞ ai
∑i+n

j=i+ ξj. By Lemma .,
without loss of generality, we assume

∑+∞
i=–∞ |ai| ≤ , and set S′

n =
∑+∞

i=–∞ ai
∑i+n

j=i+ ξ ′
j ,

where ξ ′
j = ξjI(|ξj| ≤ (x + ε)

√
n(log log n)d/). By Eξ = , then, for all x > , we have

EξI(|ξ| ≤ x) = –EξI(|ξ| > x). So, we have

∣
∣ES′

n
∣
∣ =

∣
∣
∣
∣
∣

+∞∑

i=–∞
aiE

i+n∑

j=i+

ξjI
(|ξj| ≤ (x + ε)

√
n(log log n)d/)

∣
∣
∣
∣
∣

≤
+∞∑

i=–∞
|ai|

∣
∣
∣
∣
∣
E

i+n∑

j=i+

ξjI
(|ξj| ≤ (x + ε)

√
n(log log n)d/)

∣
∣
∣
∣
∣

=
+∞∑

i=–∞
|ai|

∣
∣
∣
∣
∣
E

i+n∑

j=i+

ξjI
(|ξj| > (x + ε)

√
n(log log n)d/)

∣
∣
∣
∣
∣

≤ nE|ξ|I
(|ξ| > (x + ε)

√
n(log log n)d/)

≤
√

nEξ 


(x + ε)(log log n)d/ , ()

thus for x ≥ l(n) and n large enough, we have

|ES′
n|

(x + ε)
√

n(log log n)d/ ≤ cEξ 


(x + ε)(log log n)d ≤ c
l(n)(log log n)d ≤ c�n <




, ()

so we obtain
∫ ∞

l(n)
P
(|Sn|/

√
n ≥ (x + ε)(log log n)d/)dx

≤ c
∫ ∞

l(n)
P

(∣
∣
∣
∣
∣

+∞∑

i=–∞
ai

i+n∑

j=i+

ξjI
(|ξj| > (x + ε)

√
n(log log n)d/)

∣
∣
∣
∣
∣

>
(x + ε)

√
n(log log n)d/



)

dx

+ c
∫ ∞

l(n)
P

(∣
∣
∣
∣
∣

+∞∑

i=–∞
ai

i+n∑

j=i+

(
ξ ′

j – Eξ ′
j
)
∣
∣
∣
∣
∣

>
(x + ε)

√
n(log log n)d/



)

dx

:= I + I. ()

By () and (), we have

I ≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/

n log n
(I + I).

On the one hand, by () and (), we obtain

εβ/d
∑

n≤b(ε)

(log log n)β–+d/

n log n
I

≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/

n log n

∫ ∞

l(n)

nE|ξ|I(|ξ| > (x + ε)
√

n(log log n)d/)√
n(x + ε)(log log n)d/ dx
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≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/

n log n

∫ ∞

l(n)

Eξ 
 I(|ξ| > (x + ε)

√
n(log log n)d/)

(x + ε)(log log n)d dx

≤ cεβ/d
∑

n≤b(ε)

(log log n)β––d/

n log n

∫ ∞

l(n)
(x + ε)– dx

≤ cεβ/d
∑

n≤b(ε)

(log log n)β––d/

n log n
l(n)–

≤ cεβ/d
∑

n≤b(ε)

(log log n)β–

n log n
�/

n → , as ε ↘ . ()

On the other hand, by the Markov inequality, the Hölder inequality, and Lemma ., and
noting that

∑∞
m= ϕ/(m) < ∞, we have

εβ/d
∑

n≤b(ε)

(log log n)β–+d/

n log n
I

≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/–dq/

n+q/ log n

∫ ∞

l(n)
(x + ε)–q

E

∣
∣
∣
∣
∣

+∞∑

i=–∞
ai

i+n∑

j=i+

(
ξ ′

j – Eξ ′
j
)
∣
∣
∣
∣
∣

q

dx

≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/–dq/

n+q/ log n

×
∫ ∞

l(n)
(x + ε)–q

E

[ +∞∑

i=–∞

(|ai|– 
q
)
(

|ai|

q

∣
∣
∣
∣
∣

i+n∑

j=i+

(
ξ ′

j – Eξ ′
j
)
∣
∣
∣
∣
∣

)]q

dx

≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/–dq/

n+q/ log n

×
∫ ∞

l(n)
(x + ε)–q

E

[( +∞∑

i=–∞
|ai|

– 
q · 

– 
q

)– 
q
( +∞∑

i=–∞
|ai|


q ·q

∣
∣
∣
∣
∣

i+n∑

j=i+

(
ξ ′

j – Eξ ′
j
)
∣
∣
∣
∣
∣

q) 
q
]q

dx

≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/–dq/

n+q/ log n

×
∫ ∞

l(n)
(x + ε)–q

E

( +∞∑

i=–∞
|ai|

)(– 
q )q +∞∑

i=–∞
|ai|

∣
∣
∣
∣
∣

i+n∑

j=i+

(
ξ ′

j – Eξ ′
j
)
∣
∣
∣
∣
∣

q

dx

≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/–dq/

n+q/ log n

×
∫ ∞

l(n)
(x + ε)–q

+∞∑

i=–∞
|ai|E

∣
∣
∣
∣
∣

i+n∑

j=i+

(
ξ ′

j – Eξ ′
j
)
∣
∣
∣
∣
∣

q

dx

≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/–dq/

n+q/ log n

∫ ∞

l(n)
(x + ε)–q((nEξ ′


) q

 + nE
∣
∣ξ ′


∣
∣q)dx

:= I + I.
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For I, q ≥ . By () and (), we have

I ≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/–dq/

n log n

∫ ∞

l(n)
(x + ε)–q dx

≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/–dq/

n log n
l(n)–q

≤ cεβ/d
∑

n≤b(ε)

(log log n)β–

n log n
�

q–


n → , as ε ↘ . ()

For I, by () and (), we have

I ≤ cεβ/d
∑

n≤b(ε)

(log log n)β–+d/–dq/

nq/ log n

×
∫ ∞

l(n)
(x + ε)–q

E|ξ|qI
(|ξ| ≤ (x + ε)

√
n(log log n)d/)dx

≤ cεβ/d
∑

n≤b(ε)

(log log n)β––d/

n log n

×
∫ ∞

l(n)
(x + ε)–

Eξ 
 I

(|ξ| ≤ (x + ε)
√

n(log log n)d/)dx

≤ cεβ/d
∑

n≤b(ε)

(log log n)β––d/

n log n
l(n)–

= cεβ/d
∑

n≤b(ε)

(log log n)β–

n log n
�/

n → , as ε ↘ . ()

Thus, combining with (), (), and ()-(), we complete the proof of this proposi-
tion. �

Proposition . Under the conditions of Theorem .,

lim
M→∞ εβ/d

∑

n>b(ε)

(log log n)β–

n log n
E

{|Sn|/
√

n – ε(log log n)d/}
+ =  ()

uniformly holds true with respect to  < ε < .

Proof For x ≥ , M large enough, we have

|ES′
n|√

n(x + ε)(log log n)d/ ≤ c
(x + ε)(log log n)d ≤ c

Md <



.

Then

P
(|Sn| ≥

√
n(log log n)d/(x + ε)

)

≤ P

(∣
∣
∣
∣
∣

+∞∑

i=–∞
ai

i+n∑

j=i+

ξjI
(|ξj| > (x + ε)

√
n(log log n)d/)

∣
∣
∣
∣
∣

>
√

n(log log n)d/(x + ε)


)
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+ P

(
∣
∣S′

n
∣
∣ >

√
n(log log n)d/(x + ε)



)

≤ P

(∣
∣
∣
∣
∣

+∞∑

i=–∞
ai

i+n∑

j=i+

ξjI
(|ξj| > (x + ε)

√
n(log log n)d/)

∣
∣
∣
∣
∣

>
√

n(log log n)d/(x + ε)


)

+ P

(
∣
∣S′

n – ES′
n
∣
∣ ≥ ∣

∣S′
n
∣
∣ –

∣
∣ES′

n
∣
∣

>
√

n(log log n)d/(x + ε)


–
√

n(log log n)d/(x + ε)


)

= P

(∣
∣
∣
∣
∣

+∞∑

i=–∞
ai

i+n∑

j=i+

ξjI
(|ξj| > (x + ε)

√
n(log log n)d/)

∣
∣
∣
∣
∣

>
√

n(log log n)d/(x + ε)


)

+ P

(∣
∣
∣
∣
∣

+∞∑

i=–∞
ai

i+n∑

j=i+

(
ξ ′

j – Eξ ′
j
)
∣
∣
∣
∣
∣

>
√

n(log log n)d/(x + ε)


)

. ()

Therefore, by (), we obtain

∑

n>b(ε)

(log log n)β–

n log n
E

{|Sn|/
√

n – ε(log log n)
d

}

+

=
∑

n>b(ε)

(log log n)β–

n log n

∫ ∞


P
(|Sn|/

√
n ≥ x + ε(log log n)d/)dx

=
∑

n>b(ε)

(log log n)β–+ d


n log n

∫ ∞


P
(|Sn| ≥

√
n(log log n)

d
 (x + ε)

)
dx

(
x = y(log log n)d/)

≤
∑

n>b(ε)

(log log n)β–+ d


n log n

∫ ∞


P

(∣
∣
∣
∣
∣

+∞∑

i=–∞
ai

i+n∑

j=i+

ξjI
(|ξj|

> (x + ε)
√

n(log log n)
d

)
∣
∣
∣
∣
∣

>
(x + ε)

√
n(log log n) d





)

dx

+
∑

n>b(ε)

(log log n)β–+ d


n log n

∫ ∞


P

(∣
∣
∣
∣
∣

+∞∑

i=–∞
ai

i+n∑

j=i+

(
ξ ′

j – Eξ ′
j
)
∣
∣
∣
∣
∣

>
(x + ε)

√
n(log log n) d





)

dx

:= J + J.

For J, when β < d, we have

εβ/dJ ≤ cεβ/d
∑

n>b(ε)

(log log n)β–+d/

n log n

∫ ∞



nE|ξ|I(|ξ| > (x + ε)
√

n(log log n)d/)
(x + ε)

√
n(log log n)d/ dx

≤ cεβ/d
∑

n>b(ε)

(log log n)β––d/

n log n

∫ ∞



Eξ 
 I(|ξ| > (x + ε)

√
n(log log n)d/)

(x + ε) dx

≤ cεβ/d
∑

n>b(ε)

(log log n)β––d/

n log n

∫ ∞


(x + ε)– dx
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≤ cεβ/d–
∑

n>b(ε)

(log log n)β––d/

n log n

≤ cMβ–d/,

thus

lim
M→∞ εβ/dJ =  ()

uniformly holds true with respect to  < ε < .
When β ≥ d, we have

J ≤ c
∑

n>b(ε)

(log log n)β–+d/

n log n

∫ ∞



nE|ξ|I(|ξ| > (x + ε)
√

n(log log n)d/)
(x + ε)

√
n(log log n)d/ dx

= c
∑

n>b(ε)

(log log n)β–
√

n log n

∫ ∞



E|ξ|I(|ξ| > (x + ε)
√

n(log log n)d/)
x + ε

dx

= c
∫ ∞




x + ε

∑

n>b(ε)

(log log n)β–
√

n log n

∞∑

j=n

E|ξ|I
(

√
j(log log j)d/ <

|ξ|
x + ε

≤ √
j + 

(
log log(j + )

)d/
)

dx

= c
∫ ∞




x + ε

∑

j>b(ε)

E|ξ|I
(

√
j(log log j)

d
 <

|ξ|
x + ε

≤ √
j + 

(
log log(j + )

) d


)

×
j∑

n=b(ε)+

(log log n)β–
√

n log n
dx.

Since we have (log log n)β–(log n)– → , as n > b(ε) → ∞, then we obtain

J ≤ c
∫ ∞




x + ε

∑

j>b(ε)

√
jE|ξ|I

(
√

j(log log j)d/ <
|ξ|

x + ε
≤ √

j + 
(
log log(j + )

)d/
)

dx

≤ c
∫ ∞




(x + ε) Eξ 

 I
(|ξ| > (x + ε)

√
b(ε)

(
log log b(ε)

)d/)dx

≤ c
∫ ∞




(x + ε) Eξ 

 I
(|ξ| > ε

(
log log b(ε)

)d/)dx

= cε–
Eξ 

 I
(|ξ| > ε

(
log log b(ε)

)d/ = Md/).

Hence, when β ≥ d,

lim
M→∞ εβ/dJ ≤ lim

M→∞Eξ 
 I

(|ξ| > Md/) =  ()

uniformly holds true with respect to  < ε < .
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Next we consider J, similar to the proof of I, we have

εβ/dJ ≤ cεβ/d
∑

n>b(ε)

(log log n)β–+ d
 – dq



n+ q
 log n

∫ ∞


(x + ε)–q((nEξ ′


)q/ + nE

∣
∣ξ ′


∣
∣q)dx

:= J + J.

For J, haven taken q > max{β/d + , }, then we have

J ≤ cεβ/d
∑

n>b(ε)

(log log n)β–+ d
 – dq



n log n

∫ ∞


(x + ε)–q dx

≤ cεβ/d–q+
∑

n>b(ε)

(log log n)β–+ d
 – dq



n log n

≤ cεβ/d–q+(log log b(ε)
)β+ d

 – dq


= Mβ+ d
 – dq

 .

Thus

lim
M→∞ J =  ()

uniformly holds true with respect to  < ε < .
For J, if β < d, we have

J ≤ cεβ/d
∑

n>b(ε)

(log log n)β–+ d
 – dq



n
q
 log n

×
∫ ∞


(x + ε)–q

E|ξ|qI
(|ξ| ≤ (x + ε)

√
n(log log n)d/)dx

≤ cεβ/d
∑

n>b(ε)

(log log n)β–– d


n log n

×
∫ ∞


(x + ε)–

Eξ 
 I

(|ξ| ≤ (x + ε)
√

n(log log n)d/)dx

≤ cεβ/d
∑

n>b(ε)

(log log n)β–– d


n log n

∫ ∞


(x + ε)– dx

≤ cεβ/d–
∑

n>b(ε)

(log log n)β–– d


n log n

= cMβ–d/.

Thus

lim
M→∞ J =  ()

uniformly holds true with respect to  < ε < .
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If β ≥ d, we divide J into two parts:

J ≤ cεβ/d
∑

n>b(ε)

(log log n)β–+ d
 – dq



n
q
 log n

×
∫ ∞


(x + ε)–q

E|ξ|qI
(|ξ| ≤ (x + ε)

√
n(log log n)d/)dx

≤ cεβ/d
∑

n>b(ε)

(log log n)β–+ d
 – dq



n
q
 log n

∫ ∞


(x + ε)–q

E|ξ|q
[
I
(|ξ| ≤

√
n(log log n)d/ε

)

+ I
(√

n(log log n)d/ε < |ξ| ≤ (x + ε)
√

n(log log n)d/)]dx

:= J + J.

For J, since q > , so we have

J ≤ cεβ/d–q+
∑

n>b(ε)

(log log n)β–+ d
 – dq



n
q
 log n

E|ξ|qI
(|ξ| ≤

√
b(ε)

(
log log b(ε)

) d
 ε

)

+ cεβ/d–q+
∑

n>b(ε)

(log log n)β–+ d
 – dq



n
q
 log n

×
n∑

j=b(ε)+

E|ξ|qI
(√

j – 
(
log log(j – )

) d
 ε < |ξ| ≤

√
j(log log j)

d
 ε

)

≤ cεβ/d– (log log b(ε))β–– d


log b(ε)
Eξ 

 I
(|ξ| ≤

√
b(ε)

(
log log b(ε)

) d
 ε

)

+ cεβ/d–q+
∞∑

j=b(ε)+

E|ξ|qI
(√

j – 
(
log log(j – )

) d
 ε < |ξ| ≤

√
j(log log j)

d
 ε

)

×
∞∑

n=j

(log log n)β–+ d
 – dq



n
q
 log n

≤ cεβ/d– 
log log b(ε)

+ cεβ/d–q+
∞∑

j=b(ε)+

E|ξ|qI
(√

j – 
(
log log(j – )

) d
 ε < |ξ| ≤

√
j(log log j)

d
 ε

)
j– q



× (log log j)β–+ d
 – dq



log j

≤ cεβ/d–+d/M– + cεβ/d–
∞∑

j=b(ε)+

(log log j)β–– d


log j

×Eξ 
 I

(√
j – 

(
log log(j – )

) d
 ε < |ξ| ≤

√
j(log log j)

d
 ε

)

≤ cM– + cEξ 
 I

(|ξ| >
√

b(ε)
(
log log b(ε)

) d
 ε > M

d

)
.
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Thus

lim
M→∞ J ≤ lim

M→∞ M– + lim
M→∞Eξ 

 I
(|ξ| > M

d

)

=  ()

uniformly holds true with respect to  < ε < .
Finally we consider J, since β ≥ d and q > , we have

J ≤ cεβ/d
∑

n>b(ε)

(log log n)β–+ d
 – dq



n
q
 log n

E|ξ|qI
(|ξ| >

√
n(log log n)

d
 ε

)

×
∫ ∞


(x + ε)–qI

(|ξ| ≤ (x + ε)
√

n(log log n)
d

)

dx

≤ cεβ/d
∑

n>b(ε)

(log log n)β–+ d
 – dq



n
q
 log n

E|ξ|qI
(|ξ| >

√
n(log log n)

d
 ε

)

×
∫ ∞

|ξ|
√

n(log log n)
d


–ε

(x + ε)–q dx

≤ cεβ/d
∑

n>b(ε)

(log log n)β–
√

n log n
E|ξ|I

(|ξ| >
√

n(log log n)
d
 ε

)

≤ cεβ/d
∑

n>b(ε)

(log log n)β–
√

n log n

×
∞∑

j=n

E|ξ|I
(√

j(log log j)
d
 ε < |ξ| ≤

√
j + 

(
log log(j + )

) d
 ε

)

≤ cεβ/d
∞∑

j=b(ε)

E|ξ|I
(√

j(log log j)
d
 ε < |ξ| ≤

√
j + 

(
log log(j + )

) d
 ε

)

×
j∑

n=b(ε)

(log log n)β–
√

n log n

≤ cεβ/d
∞∑

j=b(ε)

√
jE|ξ|I

(√
j(log log j)

d
 ε < |ξ| ≤

√
j + 

(
log log(j + )

) d
 ε

)

≤ cεβ/d–
∞∑

j=b(ε)

Eξ 
 I

(√
j(log log j)

d
 ε < |ξ| ≤

√
j + 

(
log log(j + )

) d
 ε

)

≤ cεβ/d–
Eξ 

 I
(|ξ| ≥ ε

√
b(ε)

(
log log b(ε)

) d
 > M

d

)
.

Hence,

lim
M→∞ J ≤ lim

M→∞ εβ/d–
Eξ 

 I
(|ξ| > Md/) ≤ lim

M→∞Eξ 
 I

(|ξ| > Md/) =  ()

uniformly holds true with respect to  < ε < .
Thus, combining with ()-(), we complete the proof of this proposition. �
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Combining with Proposition ., Proposition ., and Proposition . we complete the
proof of Theorem ..
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