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Abstract

Perturbation bounds for eigenvalues of diagonalizable matrices are derived.
Perturbation bounds for singular values of arbitrary matrices are also given. We
generalize some existing results.
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1 Introduction

Many problems in science and engineering lead to eigenvalue and singular value problems
for matrices. Perturbation bounds of eigenvalues and singular values play an important
role in matrix computations. Let S, be the set of all #n! permutations of {1,2,...,n}. If x =
(x1,%2,...,%,) and w € S, then the vector x, is defined as (X;1), Xz(2), ..., %x(n))- A square
matrix is called doubly stochastic if its elements are real nonnegative numbers and if the
sum of the elements in each row and in each column is equal to 1. Let C"*" be the set of

n x n complex matrices. Let A = (a;;) € C"*”, we use the notation (see [1, 2])

1
n »
Al = (Z Ialyl") forp >0, (1.1)

ij=1

N
=

q

1Al = (Z (Z m,w)

1 1
forp>0,q>0,—+—=1 (1.2)
j=1 \ k=1 p

Let T € C"™" and assume that
AP = diag(A9,00,..,00) e C™n, k=1,...,4,

are diagonal matrices. In [3], the following classical result is given:
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“A(I)TA(Z) _A®TA® ||j > Si(T) ZP\ED)\(Z)
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for some 7w € S,,, where s,(T) is the smallest singular value of T. The inequality has many
applications in bounding the (relative) perturbation for eigenvalues and singular values,
such as [4—6] and the references therein. We generalize (1.3) in Section 2.

Let A(A) denote the spectrum of matrix A. In 1970, Ikramov [7] defined the ‘Holder dis-
tance d,(A(A), A(B)) between the spectra’ of the matrices A and B, which have the eigen-
values A1, Ag,..., A, and uy, (o, ..., Ly, respectively, by the equation:

dp((4),1(B)) = min (Zm—unw) : (14)

i=1

If A and B are Hermitian matrices and 1 < p < 2, [7] obtained

which partially generalizes the Hoffman-Wielandt theorem [8]. However, for normal ma-
trices (1.5) can no longer be valid. The purpose of this paper is to obtain several inequali-
ties similar to (1.5) for diagonalizable matrices. We exhibit some upper bounds and lower
bounds for d,(A(A), A(B)) of diagonalizable matrices A and B in Section 2.

Majorization is one of the most powerful techniques for deriving inequalities. We use
majorization to get some perturbation bounds for singular values. For simplicity of the
notations, in most cases in this paper the vectors in R” are regarded as row vectors, but
when they are multiplied by matrices we regard them as column vectors. Given a real
vector x = (x1,%2,...,%,) € R", we rearrange its components as x[j) > X2} > -+ = X[

Definition 1.1 ([9], p.14) For x = (x1,%2,...,%4), ¥ = V1, ¥2,...,¥u) € R, if

k k
Zx[i] < Z)’[i]y k=1,2,...,n,
i=1 i=1

then we say that x is weakly majorized by y and denote x <,, y. If x <,, y and >, x; =
> ¥ then we say that x is majorized by y and denote x < y.

Lets; >sp >--->s,and §; > & > --- > §, be the singular values of the complex ma-
trices A = (a;) € C"" and B = (b;) € C"*", respectively. In [10], p.215, and [11], p.199, the
following classical result is given:

n n
Z|5i—8i|2 =< Z|tlij—bij|2- (1.6)
i-1

ij=1
We generalize the inequality (1.6) in Section 3.

2 Perturbation bounds for eigenvalues of diagonalizable matrices

Let A o B denote the Hadamard product of matrices A and B. ||A| denotes the spectral
norm of matrix A. AT denotes the transpose of matrix A. For two n-square real matrices A,
B, we write A <, Bto mean that B—A is (entrywise) nonnegative. For A = (a;) € C"*” and a
real number ¢ > 0, we denote Al°lf = (Ja;|) € C™". Let s,(A) and s1(A) be the smallest and
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the largest singular values of A, respectively. The following entrywise inequalities involve

the smallest and the largest singular values.

Lemma 2.1 ([9], p.52) Let A € C"™" and let p, q be real numbers with 0 < p <2 and q > 2.
Then there exist two doubly stochastic matrices B, C € C"*" such that

sp(AYB <, Al°P (2.1)
and

APl <, 51(4)1C. (2.2)
Theorem 2.2 Let T € C"*" and let p, q be real numbers with 0 <p <2 and q > 2. Assume

that A® = diag(k(lk), k(zk), o a) e Crn k =1,..., 4, are diagonal matrices. Then there are

permutations w and v of S, such that

n
1 2 3 4) ||P 0, (3),(4) |p

[ADTAD — AOTAW|D = (7)Y 0270 - M, (2.3)

i=1
and

n

[AVTA® - ADTAD? <)Y W03 -2 PAG e
i=1

Proof Set T = (t;) € C"™”. Then

||A(1)TA(2) —AB®TAG ”Z - i |tjj|p|)\,§1))\,](»2) _ )»53))\1(,4) P
ij=1

= e’ (TP o M)e, (2.5)

where M = (|A§1))»](2) —)\53))»;4) [P) e C™" e =(1,1,...,1)T € C". Applying inequality (2.1), we
have

TP > (T)B,
where B = (b) is a doubly stochastic matrix. Then
[ADTA® — ABTA® ||§ > e’ (s%(T)B o M)e = s-(T)e” (B o Me.

Since B is doubly stochastic, by Birkhoff’s theorem ([12, 13], p.527) B is a convex combi-

nation of permutation matrices:

n! n!
B= E TP, 1,>0, E 7; = 1, P; are permutation matrices.
i=1 i=1
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Suppose e’ (B o Py)e = min{e” (Bo P;)e |1 < i < n!} and Py corresponds to 7 € S,,. Then

|AOTA® — AOTA® ||;’ > s2(T)e’ (Bo M)e

= sﬁ(T)eT (Z 7;P; o M) e

i=1

n!

> sb(T) Z el (Py o M)e
i=1

= sﬁ(T)eT(Pk oM)e

n
= (1) Y 1P — w7l

i (@)
i=1

Proving (2.3).
Use (2.2), (2.5), and the Birkhoff theorem, we can deduce the inequality (2.4). a

Remark 2.3 If we take p = 2, we get Theorem 3.2 in [3]. So, the bound in inequality (2.3)

generalizes the bound of Theorem 3.2 in [3].

Next, we apply Theorem 2.2 to get some perturbation bounds for the eigenvalues of
diagonalizable matrices. Let A = (a;) € C**" and B = (b;) € C*". When p >0, 4 > 0, }7 +
%1 =1, then (see [2])

4B, < Al 1Bllq, (2.6)
IABIl, < [AT],,I1Bll,- (2.7)
If B is nonsingular, then we have

Al
1B~ lgp

< | ABp. (2.8)

If A is nonsingular, then we have

Bl

———— < ||AB]||p. 2.9
1A 4 i @9)

For normal matrices the statement of Theorem 3 in [7] (inequality (1.5)) can no longer

be valid. However, we have the following theorem.

Theorem 2.4 Assume that both A € C"" and B € C"*" are diagonalizable and admit the

following decompositions:

A=DiA\D;' and B=D,A,Dy', (2.10)
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where Dy and D, are nonsingular, and Ay = diag(A1,Ag,..., Ay) and A, = diag(uy, (o, .. .,
Wn). Then there are permutations w and v of S, such that

n r
<2]M—MWW) < (0", 1D2 g | D5 [1D1 1A = Bl (2.11)
i=1

n »
<§]M—umw> < [(03)" I, 1P llgp | DT [ ID: 1114 = Bl (212)
i=1

wherel<p§2andl+l:1.
P q
Proof Using (2.10), we have
1A =Bl = |DyAD;! = Do A5 D3
= | Di(A1Dy'D; — D' D2 M) D3| (2.13)
and
1A =Bl = [DyA D} = D2 As D3|
= | D2(D3'DiAL = A>D;'Di) D[ (2.14)

We give a proof of (2.11) with the help of (2.13). Similarly one can prove (2.12) using (2.14).
Applying (2.8) and (2.9) to (2.13) we obtain

| AxD' Dy — DDy A, |15
DT 15, 1D2115,

IA- B2 >
Using inequality (2.3), there is a permutation 7 of S,, such that
n
| MDD, = D' D2 Ao [ = (D D) 3 S = o
i=1

So we have

n

D—l e na D b
Z|}\i—ﬂn(i)|p§ ”( 1 ) ”i]f” 2||q,p ||A—B||§.
i-1 Sﬁ(Dl D2)

We use the relations
5,1 (D'Dy) = | (D7'Do) ™| < 1Dl | D3|
to get the inequality in (2.11). O

Theorem 2.5 Under the hypotheses of Theorem 2.4, there are permutations w and v of S,
such that

n q
14 - Bl
P e - — , (2.15)
<§: o 1D g 1D g IDT 11D

i=1
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- g 1A - B|
A= popl?] = —1 —,
(Zl o 1) 1 ID7 | g I D1 NID3

1,1_
wherquZand1—7+5—1.
Proof Using (2.10), we have

1A =Bl = | DyADY! = Dy A D3]

= | D1(A1Dy' D, — D' Dy A5) Dy HZ
and

IA = Bl = | DyAsD;! = Dy AsD3 |

= | D2(D3'DiAs = A;D;'Di) D
Applying (2.6) and (2.7) to (2.17) we obtain
1A= BIZ < [(O)T ]} | MDDy = DD A [ 7|1 D35

Using inequality (2.4), there exists a permutation 7 of S,, such that

n
| A1DT'D, — D' Dy A ||Z <s{(D'D2) Y Ihi = ol
i=1

so we have
n _ q
)DLV P o E—
-1 1(D1) ”p,q”Dz ”p,qsl(Dl D,)

We use the relations
s1(Dy'Dy) = | D'y | < || D I1D2 |

to get the inequality in (2.15).

The proof of inequality (2.16) is similar to the proof of (2.15) and is omitted here.

Page 6 of 11

(2.16)

(2.17)

(2.18)

O

For 1 < p <2, it is well known [2] that the scalar function (1.1) of a matrix A is a sub-

multiplicative matrix norm. However, it is true for 0 < p < 2. Actually, according to the

Cauchy-Schwarz inequality, we have

'3

n
E aibyj

k=1

1ABIE=">"

i=1 j=1

1

i=1 j=1
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1
Since for fixed vector x = (x1,%3,...,%,), the function p — (|x17 + [x2|” + -+ + |x,|P)? is
decreasing on (0, 00),

o 55 () (S0

=1 j=1
n n n n
_ (z 5 w) ( wk,w)
i=1 k=1 j=1 k=1
= ||A||§||B||1’Z~
That is,
IAB], < [IAll,lIBllp- (2.19)

If B is nonsingular, then

lAll, = [ABB7, < I14BI,|B7] -

So we have
Al
=2 < 4B, (2220)
1B=l,
Similarly, when A is nonsingular, then
1Bll, = |47 AB], < [47] IABII,.
That is,
1Bl
—2- < ||AB]|,. (2.21)
1A=,

Theorem 2.6 Under the assumptions of Theorem 2.4, there are permutations w and v of
S, such that

1
n Z
(Z A = i |1’) < D |, 1D, | D3 [ 1Dy 1A - Bll, (2.22)
i=1
1
n p
<Z A = i |P> < |3, D11, | DT 1D 1114 - Bl (2.23)
i=1

where 0 < p < 2.

Proof The proof is similar to the proof of Theorem 2.4 and is omitted here. O

); - (Z (kZ '“k"'p) ); - 1Al

Remark 2.7 Since

n n
I1Allgp = (Z( |ak,»|q>
j=1 \ k=1

Qs
ST
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and
T T _
|a™],, = 147], = 14l
for1<p <2and }9 + é =1, the bounds in (2.11) and (2.12) are always sharper than those

in (2.22) and (2.23), respectively.
When p = q =2, then ||AB||; < min{||A|l2||B]|, |A|||B]|2}. We obtain

1
n 2
(Z |4 —uan) < | D' 1D21l| D3 Dy [ I1A - Bl
i=1

< | DT ID2 1| D3 [ ID1 A - Bl

1

n 2
<Z A - uw) < [D3* 11| D7 D2 114 - Bl
i=1
< | Dt [ID: | D[ 1D: 1111A = Bla.

Since

n n
I1Allpq = (Z( |ak,»|f’)
j=1 \ k=1

|A",, = 14%], = 141,

1 r

)(z(z))

T

and

for g > 2 and % + %1 =1, we have the following corollary.

Corollary 2.8 Under the same conditions as in Theorem 2.4, there are permutations
and v of S,, such that

1
n q
1A - Bl
Ihi = mz@l? | = - - ,
<Z S 1D 1D I 1D 1D |

i=1

1

; 1
Z|)Li—l/«v(i)|q > lA-Bll, .,
1D o I D2l I Dy HIDS |

i=1

wherquZand%+%:l.

Remark 2.9 When p = g = 2, we obtain

1
im_w}lz " A - Bl . IA - Bll
T ~IDUNID DDl ~ 1Dy HIDSH DT D, )l

1

im_w)'z ' lA-Bla A - Bl
T DT D2 IS Dl T D D2 D D3
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3 Perturbation bounds for singular values
For brevity we only consider square matrices. The generalizations from square matrices to
rectangular matrices are obvious, and usually problems on singular values of rectangular
matrices can be converted to the case of square matrices by adding zero rows or zero
columns.

For a Hermitian matrix G € C"", we always denote A(G) = (11(G), A2(G), ..., 1,(G)),
where 11(G) > A,(G) > --- > 1,(G) are the eigenvalues of G in decreasing order.

Lemma 3.1 (Lidskii [14], Lemma 3.18 [9]) If G,H € C"*" are Hermitian matrices, then
MG) — A(H) < MG - H).

Lemma 3.2 ([9], p.18) Let f(t) be a convex function, x = (x1,%2,...,%,), ¥ = Y1, Y2, --»Vu) €
R”. Then

X<y == (f(xl)’f(xZ)v--’f(xn)) <w (f(yl)!f(y2)v---:f(yn))-

Theorem 3.3 Let 01(A) > 09(A) > -+ > 0,(A), 01(B) > 02(B) > --- > 0,(B) and o1(A -
B) > 03(A - B) > --- > 0,,(A — B) be the singular values of the complex matrices A = (ay),
B = (b;) and A — B, respectively. Then

Y JoiA) — B <> laz — by, (3.)
i=1 ij=1
> o) - oi(B)|* = > " ofi(A - B), (3.2)

i=1 i=1

wherel <p<2,0<g<l.

Proof Let (4) 2 ( 0 /g‘), o(B) 2 ( gf)*). Then

(0o @A-pBr
(p(A_B)_<A—B 0 )

@(A), (B), p(A - B) are three Hermitian matrices. Assume that U;AV; = diag(o1(A), 02(A),
..,04(A)), U3 BV, = diag(01(B), 02(B), ...,0,(B)) and U3 (A — B) V3 = diag(o1(A — B), 02(A —

B),...,0,4(A — B)) are singular value decompositions with U, U, Us, V1, V,, V3 unitary.
Then

1 (vi W L1 (v 1 (v v
Qs — , Q= — and Q3= —
! 2\ -l ? Ve \u, -U, ° V2 \us -U;

are unitary matrices and

Qr‘p(A)Ql = diag(gl(A)r GZ(A): ceey Un(A)> —0] (A), _GZ(A), cee _Gn(A)),

Q;‘p(B)QZ = diag(al (B)’ UZ(B)r ey Gn(B)r —01 (B), _02(3)1 ey _On(B))
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and

Q3¢(A - B)Q; = diag(01(A — B),02(A ~ B), .., 04(A ~ B),
- 01(A - B),~-03(A - B),...,~0,(A - B)).

By Lemma 3.1, we have

(01(4) = 01(B), 02(A) = 02(B), ..., 3, (A) — 0,(B),
04(B) = 9,(A), ..., 02(B) - 02(4),01(B) - 01(A))
< (01(A = B),02(A - B),...,04(A - B),
~04(A-B),...,~03(A - B),~01(A - B)). (3.3)
First consider the case 1 < p < 2. Since the function f(¢) = |¢|P is convex on (—00, +00),
applying Lemma 3.2 with f(¢) to the majorization (3.3) yields

p '3
3y )

vey

(Jo1(A) - o1(B)
’Un(B) —0,(A) ?

?,|02(A) - 02(B)

04(A) — 0,(B)

p

02(B) — 02(A)

|o1(B) - 01(4)[")

ooy

<w (67(A=B),0f(A=B),...,c(A-B),6?(A-B),...,0f (A - B),c" (A - B)).

In particular,

p

’

(|o14) = a1B)[", |02 (A) = 02(B) [, ..., |0w(A) — 04(B)[")

<w (0f(A-B),05(A-B),...,c7(A - B)). (3.4)

vey

According to Theorem 1 of [15] or Theorem 3.32 of [9], we have

Y ofA-B) <) lay— byl (3.5)
i=1

ij=1

for 1 < p < 2. Combining (3.4) and (3.5), we obtain (3.1).
When 0 < g <1, by considering the convex function g(¢) = —|¢|7, on (—00, +00), applying
Lemma 3.2 with g(¢) to the majorization (3.3) yields
(=|o1(4) - o1(B)

1 ii=|ou(A) = 0,(B)|*, ~|04(B) = 3, (A)|%, ..., ~|o1(B) — o1 (4)|)

<w (-0{(A-B),...,—0(A - B),~0 /(A - B),...,—0{ (A - B)).
In particular,

(~|o1(A) - 01(B)

7, ~|02(4) - 02(B)

1 =|ou(A) - 0,(B)|")

< (—alq(A ~B),~0/(A-B),...,~0(A —B)). (3.6)
From (3.6), we get (3.2). a

Remark 3.4 From inequality (3.1), if p = 2, we get the inequality (1.6). So the inequality
(3.1) generalizes the inequality (3.5.33) of [10], p.215, and Theorem 3.12 of [11], p.199.
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