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Abstract

In this article, we investigate complete convergence and complete moment
convergence for weighted sums of arrays of rowwise asymptotically negatively
associated (ANA) random variables. The results obtained not only generalize the
corresponding ones of Sung (Stat. Pap. 52:447-454, 2011), Zhou et al. (J. Inequal. Appl.
2011:157816,2011), and Sung (Stat. Pap. 54:773-781, 2013) to the case of ANA random
variables, but also improve them.
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1 Introduction
Recently, Sung [1] proved the following strong laws of large numbers for weighted sums
of identically distributed negatively associated (NA) random variables.

Theorem A Let {X,,,n > 1} be a sequence of identically distributed NA random variables,
and let {a,;,1 <i < mn,n> 1} be an array of real constants satisfying

n
> laul® = On) (L1)
i=1
forsome0 < a <2.Letb, = n"*(logn)""” for some y > 0. Furthermore, suppose that EX, = 0
forl<a <2.If

E|Xj|*<o0 foras>vy,
EIXi|"log(1+[Xi]) <00 fora=vy, (1.2)

E|Xi)Y <00 fora<y,

then

j
Z aniX;

i=1

> sbn> <oo foralle>0. (1.3)

=1

E —P| max
n \1<j<n

n=1
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Zhou et al. [2] partially extended Theorem A for NA random variables to the case of

p-mixing (or p*-mixing) random variables by using a different method.

Theorem B Let {X,,, n > 1} be a sequence of identically distributed p-mixing random vari-

ables, and let {a,;,1 < i< n,n> 1} be an array of real constants satisfying
n
> lanl ™7 = O(n) (1.4)
i=1

for some 0 <o <2 andy >0 witha #y. Let b, = n"*(logn)"” . Assume that EX, = 0 for
1<a <2.1If(1.2) is satisfied for « # y, then (1.3) holds.

Zhou et al. [2] left an open problem whether the case @ = y of Theorem A holds for
p-mixing random variables. Sung [3] solved this problem and obtained the following re-

sult.

Theorem C Let {X,, n > 1} be a sequence of identically distributed p-mixing random vari-
ables, and let {a,;,1 <i < n,n > 1} be an array of real constants satisfying (1.4) for some
O<a<2andy>0witha=y.Letb,= n“"‘(logn)”"’. Assume that EX; =0 for 1 <o <2.
If (1.2) is satisfied for o =y, then (1.3) holds.

Inspired by these theorems, in this paper, we further investigate the limit convergence
properties and obtain some much stronger conclusions, which extend and improve The-
orems A, B, and C to a wider class of dependent random variables under the same condi-
tions.

Now we introduce some definitions of dependent structures.

Definition 1.1 A finite family of random variables {X;,1 < i < n} is said to be NA if for
any disjoint subsets A and B of {1,2,...,n},

Cov(fi(Xii € A),/2(X;,j € B)) <0 (1.5)

whenever f; and f, are any real coordinatewise nondecreasing functions such that this
covariance exists. An infinite family of random variables {X,,,# > 1} is NA if every finite
its subfamily is NA.

Definition 1.2 A sequence of random variables {X,,,n > 1} is called p-mixing if for some

integer n > 1, the mixing coefficient

,5(5):sup{,o(S,T):S,TCN,dist(S,T)ZS}—>O as s — 00, (1.6)
where
|EXY — EXEY| }
S, T)=supy ———— ;X € Ly(0(S)),Y € Ly(o(T)) ¢, 1.7
p(5.1) = sup| S EE X € La(a9), Y € Lafo (7)) 1)

and o (S) and o (T') are the o -fields generated by {X;,i € S} and {X;,i € T}, respectively.
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Definition 1.3 A sequence of random variables {X,,, n > 1} is said to be ANA if

0 (s)= sup{p‘(S, T):S, T C N,dist(S, T) > s} — 0 ass— oo, (1.8)
where
_ _ COV(f(Xiri € S)’g()(/’/ € T)) }
P& I=0v { (Varf (%, i ) (Varg(,j e Ty 4 € € (1)

and C is the set of nondecreasing functions.

An array of random variables {X,,;,i > 1,n > 1} is said to be rowwise ANA random vari-
ables if for every n > 1, {X,,;,i > 1} is a sequence of ANA random variables.

It is obvious to see that p~(s) < p(s) and that a sequence of ANA random variables is
NA if and only if p~(1) = 0. So, ANA random variables include p-mixing and NA random
variables. Consequently, the study of the limit convergence properties for ANA random
variables is of much interest. Since the concept of ANA random variables was introduced
by Zhang and Wang [4], many applications have been found. For example, Zhang and
Wang [4] and Zhang [5, 6] obtained moment inequalities for partial sums, the central
limit theorems, the complete convergence, and the strong law of large numbers, Wang
and Lu [7] established some inequalities for the maximum of partial sums and weak con-
vergence, Wang and Zhang [8] obtained the law of the iterated logarithm, Liu and Liu [9]
showed moments of the maximum of normed partial sums, Yuan and Wu [10] obtained
the limiting behavior of the maximum of partial sums, Budsaba et al. [11] investigated
the complete convergence for moving-average process based on a sequence of ANA and
NA random variables, Tan et al. [12] obtained the almost sure central limit theorem, Ko
[13] obtained the Hajek-Rényi inequality and the strong law of large numbers, Zhang [14]
established the complete moment convergence for moving-average process generated by
ANA random variables, and so forth.

In this work, we further study the strong convergence for weighted sums of arrays of
ANA random variables without assumption of identical distribution and obtain some im-
proved results (i.e., the so-called complete moment convergence, which will be introduced
in Definition 1.5). As applications, the complete convergence theorems for weighted sums
of arrays of identically distributed NA and p-mixing random variables can been obtained.
The results obtained not only generalize the corresponding ones of Sung [1, 3] and Zhou
et al. [2], but also improve them under the same conditions.

For the proofs of the main results, we need to restate some definitions used in this pa-

per.

Definition 1.4 A sequence of random variables {X,,, # > 1} converges completely to a con-
stant A if for all ¢ > 0,

o]

ZP(|X,, —Al>¢€) < oo0.

n=1

This notion was first introduced by Hsu and Robbins [15].
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Definition 1.5 (Chow [16]) Let {X,,, n > 1} be a sequence of random variables, and a,, > 0,
b,>0,g>0.Ifforalle >0,

o0
Za,,E(b;1|Xn| - s)z < 00,

n=1

then the sequence {X,,,n > 1} is said to satisfy the complete moment convergence.

Definition 1.6 A sequence of random variables {X,,n > 1} is said to be stochastically

dominated by a random variable X if there exists a positive constant C such that
P(1X,] = x) < CP(IX] > x)
forallx>0and n>1.

An array of rowwise random variables {X,,;, i > 1,n > 1} is said to be stochastically dom-

inated by a random variable X if there exists a positive constant C such that
P(1Xl > x) < CP(IX| > x)

forallx>0,i>1and n>1.

Throughout this paper, 1(A) is the indicator function of a set A. The symbol C denotes
a positive constant, which may be different in various places, and a,, = O(b,) means that
a, <Cb,.

2 Main results

Now, we state our main results. The proofs will be given in Section 3.

Theorem 2.1 Let{X,;,i > 1,n > 1} be an array of rowwise ANA random variables stochas-
tically dominated by a random variable X, let {a,;,1 < i < n,n > 1} be an array of constants

1/0((

satisfying (1.1) for some 0 < a < 2, and let b, = n"/*(logn)""" for some y > 0. Furthermore,

assume that EX,; =0 for 1 <o <2.If
ElX|*<oo fora>vy,
EX|*log(1+|X|) <00 fora=y, (2.1)

ElX|" <oco fora<y,

then

j
E ('lm’Xni

i=1

oo
1
E —P| max
n \1<j<n
n=1

> eb,,) <oo foralle>O0. (2.2)

Theorem 2.2 Let {X,;,i > 1,n > 1} be an array of rowwise ANA random variables which
is stochastically dominated by a random variable X, let {a,;,1 <i < n,n > 1} be an array of
real constants satisfying (1.1) for some 0 < a < 2, and let b, = n"/*(log )7 for some y > 0.
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Furthermore, assume that EX,; = 0 for 1 <a <2.If(2.1) holds, then, for 0 < g < @,

o q
1
; 1 - (b_ max E niXi| — 8) <oo foralle>O0. (23)

Remark 2.1 Since ANA includes NA and p-mixing, Theorem 2.1 extends Theorem A
for identically distributed NA random variables and Theorems B and C for identically
distributed p-mixing random variables (by taking X,;; = X; in Theorem 2.1).

Remark 2.2 Under the conditions of Theorem 2.2, we can obtain that
)q

.
Z aﬂl ni

>b 8>dt

> b,,e) foralle > 0. (2.4)

=1
OO>E— —maxgamm—
n b 1<j<nm
n=1
o) 1 00
= E — — maxX
—nJo n 15/<n
>C max E AniXni
1<j<n
0 j
1
= CE —P| max E i Xy
n 1<j<n| %
n=1 i=1

—&> t”q>dt

Hence, from (2.4) we get that the complete moment convergence implies the complete
convergence. Compared with the results of Sung [1, 3] and Zhou et al. [2], it is worth point-
ing out that our main result is much stronger under the same conditions. So, Theorem 2.2
is an extension and improvement of the corresponding ones of Sung [1, 3] and Zhou et

al. [2].

3 Proofs
To prove the main results, we need the following lemmas.

Lemma 3.1 (Wang and Lu [7]) Let {X,,,n > 1} be a sequence of ANA random variables. If
{f» n > 1} is a sequence of real nondecreasing (or nonincreasing) functions, then {f,(X,), n >
1} is still a sequence of ANA random variables.

From Wang and Lu’s [7] Rosenthal-type inequality for ANA random variables we obtain
the following result.

Lemma 3.2 (Wang and Lu [7]) For a positive integer N >1and 0 <s < 12, let {X,,n > 1}
be a sequence of ANA random variables with p~(N) < s, EX,, = 0, and E|X,|* < 0. Then
for all n > 1, there exists a positive constant C = C(2,N, s) such that

max
1<j<n

Lemma 3.3 (Adler and Rosalsky [17]; Adler et al. [18]) Suppose that {X,;,i > 1,n> 1} is
an array of random variables stochastically dominated by a random variable X. Then, for

ZX

) <C) EX. (3.1)
i=1
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allq>0and x>0,
E1XulI(1Xi] < x) < C(EIX|I(IX] < x) +x7P(1X| > x)), (3.2)
E|Xuil(1X,i| > %) < CEIX|(1X] > x). (3.3)

Lemma 3.4 (Wu et al. [19]) Let {a,;,i > 1,n > 1} be an array of real constants satisfying
(1.1) for some a > 0, and X be a random variable. Let b, = n"'*(log n)r for some y > 0. If
p >max{a,y}, then

© 12 CE|X|* fora >y,
> 7 > ElawXPI(|lauX| < by) < § CEIX|*log(1+|X]) fora=y, (3.4)
n=1 i=1 CE|X|” fora<y.

Proof of Theorem 2.1 Without loss of generality, assume that a,; > 0 (otherwise, we shall
use a,; and a,,; instead of a,;, and note that a,; = a;; — a;,;). For fixed n > 1, define

Ym’ = _bnl(am’Xm' < _bn) + ananiI(|anani| = bn)"'bnl(am’Xni > bn): i = 1;

Zi = ApiXpi — Yi = (@0iXoi + b)) (@i X < —bp) + (@i Xi — b)) (@i Xy > by);

n

A= ﬁ (Ym' = ﬂm’Xni)’ B= A = LVIJ (Ym' #am'Xm') = U (lam’Xm'| > bn);

i-1 i=1 i=1
max E a4, X, > &by,
1<j<m

It is easy to check that for all ¢ > 0,

J

E m
i=1

1<j<n

E,=E,AUE, B C (max

n
>eb ) (U |20 X i | >b ),
i=1

which implies that
P(E, ({g}g Z Y| >eb ) (:LJ (12Xt > bn))
j
< P<1121a§>; Z(Ym ~ EY,)| > eby — max ZEYm )
+ 3 P(|anXuil > by). (3.5)

i=1

First, we shall show that

1
-— max
b 1</<n

ZEYm

— 0 asn— oo. (3.6)
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For 0 < o <1, it follows from (3.2) of Lemma 3.3, the Markov inequality, and E|X|* < oo
that

=Cy Z |EY

— max
b 1<j<n

ZEYm

=Cy- ZE|ame|1(|ame| <b,)+ CZP @i Xoni| > by)

i=1

1 n
<Cy > (ElanX|I(janX| < by) + buP(|anX| > by))

=1

+C Y P(|anX| > by)

i=1

<Cb ZamE|X|°’I(|¢sz|<b +Cb Za E|X|

noi=1 noi=1

< C(logn)™"EIX|* -0 asn— oc. (3.7)

From the definition of Z,; = a,,X,; — Y,; we know that when ,,X,; > b,, 0 < Z,; =
i Xni — by < a,: Xy, and when a,,;X,,; < =by, @i X0 < Zyi = aiXyi + by, < 0. Hence, |Z,,;| <
i X i | 1 (| @i Xoni | > byy).

For 1< a <2, it follows from EX,; = 0, (3.3) of Lemma 3.3, and E|X|* < co again that

1 1
— EY,| = — EZ,;
1 n
< C— > E|Z,l
bn i=1

1 n

< Cpm D ElaniXoull (12Xl > bn)
" =1
1 n

=Cy ZEmmxu(mm > by)

1 n
< CE > aEIX“I(janX| > by)
i=1

< C(logn)™"E|X|* >0 asn— oo. (3.8)

By (3.7) and (3.8) we immediately obtain (3.6). Hence, for # large enough,

Z(Ym EY,)| >

) + ZP |@i Xl > b ) (3.9)

i=1

P(E,) < (max

1<j<n

To prove (2.2), it suffices to show that

Z (Yni - EYni)

eb,
> T) <00, (310)
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n

P |a,,an,-| > bn) < 00. (3.11)

N

JEY
n=1

i=1

By Lemma 3.1 it obviously follows that {Y,; —EY,,;,i > 1,n > 1} is still an array of rowwise
ANA random variables. Hence, it follows from the Markov inequality and Lemma 3.2 that

)

2

Z(Ym EY,)

I< CZ——E(lmax
<j<n
<CZ——ZE|Yn, EY,ul?

” i=1
00
§CZ ZE
n=1 ” i=1

n

o0
=< CZ " i ZE|6Zme|2](|ﬂme| <b ) Z % P('“’”'X”il > b”)
n=1

n=1 ”11 i=1

< CZ s ZE|amX|21 |@iX| < by)

”ll

+ CZ - ZE|amX|“I(|amX| > by,)

”zl

£Lh+1. (3.12)

From Lemma 3.4 (for p = 2) and (2.1) we obtain that I; < co. Hence, it follows from (3.2)
of Lemma 3.3 and from (1.1) that

o0 n
1
L =C E ﬁ(logn)_“/y E E|a,,iX|°‘I(|a,,iX|°‘ > n(logn)“/y)

i=1

—-a o o n(lo n)Ol/)/
< CZ (log )™/ ZE|amX| I<|X| ﬁ
i1 i=1 1%ni

o0 1 n
<Y —(ogny™” Y " ElanX|"I(1X| > (logn)"")

i=1

o0
1
<C § —(logn)™"EIX|*I(1X| > (logn)""7)
n
n=1

= CZ (logn)™” ZE|X|"‘I (logk)l/” <|X|< (log(k + 1))””)

n=1 k=n

[’ k
=C ZE|X|°‘1((log MY <1X| < (log(k + 1))1/y) Z %(log n) ",

k=1 n=1
Note that

k4 C fora >y,
Z Z(log n)~" = 1 Cloglogk fora =1y,
n=1 Clloghk)™"  fora<y.
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Therefore, we obtain that

CE|X|* fora >y,
I, < { CEIX|*log(1+|X|) fora=y,
CE|X|" fora<y.

Under the conditions of Theorem 2.1 it follows that I < co
By (3.3) of Lemma 3.3 and the proof of I, < oo,
(3.13)

11
J< le Py ;Emmxwl(wl >by) <00
O

The proof of Theorem 2.1 is completed.

Proof of Theorem 2.2 For all ¢ > 0, we have

q
Z am ni| — )

+
Z a}’ll ni
Z a}’ll ni
Z d}’ll ni

i 1 max
b 1</<n
o0 1 o0
= Z Z / — max
s nJo n 15/<n
=1 (' (1
= Z — / P max
nJo b 1<j<n
=1
+ - ma
Z n [ < 1<}<)§f1

—&> t”q> dt

>e4 tl/q) dt

Se+ t“q> dt

(3.14)

To prove (2.3), it suffices to prove Kj < co and K; < 0o. By Theorem 2.1 we obtain that
Kj < 00. By applying a similar notation and the methods of Theorem 2.1, for fixed n > 1,

i>1,and all £ > 1, define
bt (X < ~but") + @i Xouil (|0 Xoi| < byut"'?)+but" (@i Xosi > byt™?)

Zy = aniXni = Yy
(ﬂm‘Xm‘ + b,,tl/q)l(a,,,')(,,,- < —bntl/q) + (ﬂm'Xm’ — b,,tl/q)l(ame > bntl/q);
n n

n
A=Yy =anXu), B =A=| (¥} #anXu) =
i=1 i=1 i=1

2 ﬂ}’ll ni

(|am’Xm' | > bntl/q);

>b tl/q>

( max

1<j<m
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It is easy to check that for all ¢ > 0,

P(E, (max Z

1<j<n

> b,,tl/q) + P(U (|am'Xm<| > b,,tl/q))

i=1

j
§P<1m<1a<>; ;(Y[li—EYy’,i) > bt" - max ) ZE )
+ ZP(Mnanil > bntllq)~ (3.15)

i=1

First, we shall show that

as 1 — 00. (3.16)

J
1
max ——— max E EY)|—0
=1 b, 114 1<j<n —
i=

Similarly to the proofs of (3.7) and (3.8), for 0 < « < 1, it follows from (3.2) of Lemma 3.3,
the Markov inequality, and E|X|* < oo that

ZE

ma max
t>1 b, tl/q 1<j<n

n
< Cmas i 1Y

1
= Cr?>a1X bt ZE|ﬂniXm|1(|ame| < bntllq)

=1
n
+Cmax ;P(Iananil > b, t"'1)

1

= Cr?jllx bytia ZIEm"iXU(WmXI < b,t")

n
+Cmax ;P(mmm > b,t''7)

1 . o o 1/
- 2 ) q
< Crilzalx " 7 £ 1 amEIXI 1(|6lmX| <b,t )
i=

o
+ O e Zam IX|

< C(logn)™"E|X|* > 0 asn— oo. (3.17)

Noting that |Z),| < |@,iXpi[1(|.iX,:| > b,t"1), for 1 < o < 2, it follows from EX,, = 0, (3.3)
of Lemma 3.3, and E|X|* < oo again that

max ———
t>1 b tl/q 1<}<n

j
x|[Y EY,| = ZE
i=1

max ——— ma
=1 bt 1<j<n

1 n
= CI’?EaIX bntl/q ;E‘Z;”u’
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1
= Cmaxo— i ZE|ame|1(|ame| > b,t"1)

1 - 1/
< Cmax Wi Z;E|am-)(|1(|am)(| > byt
i=

t>1

< Cmax

n
/
X ety O EIXI (18X ) > byt)
= i=1
< C(logn)™"E|X|* > 0 asn— oo. (3.18)

To prove K < 00, it suffices to show that

Ky =

Ky 2 Z / ZP |2 Xni| > bt"'?) dt < 0. (3.20)

(Y,;- ~EY,,)

l’)ntl/q
> 5 ) dt < 0o, (3.19)

Hence, it follows from the Markov inequality and Lemma 3.2 that
=1 (> 1 4
Ky SCXI:;/I e <1<;<n Z (Y, - EY}) )dt
=
)12
< CZ / ) | —EY,,| dt
< CZ / ZP | Xni| > but"'?) dt

2

"2 / 7 O ElanXol*1 (145Xl < byt'") dt
n=1 nJ1 i
= CZ / ZP |aniX| > but'7) dt
+CZW/ tz—/qZElaniX|21(|amX| <b,)dt
n=1 nJ1 i

o0 n
1 (> 1
+C § i /1 o § E|auX’I(by < |awX| < byt"?) dt. (3.21)
n=1 i=1

ForO<g<aand ) ! |a,|* = O(n), similarly as in the proof of I, < 00, we obtain that

Ky < Z / ZP | X| > byt") dt
[e'e} 1 0o M
< CZ;/ > P(|anX| > byt"7) dt
n=1 0 g

1 [ [ lanX|?
SCZZ/O ZP( 7 >t>dt
n=1 i=1 n
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< CZ ZE'“"‘X' 1(1auiX| > by)

< CZ ZE|amX|“I(|amX| > by)

n=1 "ll

< 00 (seethe proofof I; < 00).

For 0 < g < @ <2, it follows from Lemma 3.4 and (2.1) that

e Z 5] ZEI%XW @ X| < by) de

< CZ - ZE|an,X|21(|an,X| <b,) <00

”z’l

Taking ¢ = 7, by the Markov inequality from (3.2) of Lemma 3.3 it follows that

n
v, & Z nb? / 124 ZE|a”iX|21(bn <lanX| < byt"1) dt
-1
o0 1 00 n
=C) f %% 3" ElauX "1 (by < |auX| < byx) dx
n=1 no, 1 i=1
m+1 n
< Z Z / %13 ElayXP1(by < lanX| < byx) dx
b m=1 i=1

< CZ qu 3ZE|amX|21(b < |awX| < by(m +1))

n=1 ”ml i=1

Zn > iZqu SE|awX*I(bus < |anX| < by(s +1))

”zlmlsl

- CZ ZZE|umX| 1(bys < |aniX] < by(s +1)) qu 2

" i=1 s=1
< CZ ZZEIamXW S < |auX| <b (S+1))Sq 2
” i=1 s=1
1
= CZ bq ZE|aan|q1(|amX| >b )
i=1

< CZ ZE|an,X|“l(|amX| > by)

n=1 "11

< 00 (see the proof of I < 00).

The proof of Theorem 2.2 is completed.
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