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Abstract
In this paper, we introduce some properties of gamma and beta probability
k-distributions. We present some inequalities involving these distributions via some
classical inequalities, like Chebyshev’s inequality for synchronous (asynchronous)
mappings, Hölder’s and Grüss integral inequalities. Also, we discuss some inequalities
involving the variance, coefficient of variation and mean deviation of the said
distributions involving the parameter k > 0. If k = 1, we get the classical results.
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1 Introduction
A process which generates raw data is called an experiment, and an experiment which
gives different results under similar conditions, even though it is repeated a large number
of times, is termed a random experiment. A variable whose values are determined by the
outcomes of a random experiment is called a random variable or simply a variate. The ran-
dom variables are usually denoted by capital letters X, Y and Z, while the values associated
to them by corresponding small letters x, y and z. The random variables are classified into
two classes, namely discrete and continuous random variables.

A random variable that can assume only a finite or countably infinite number of values
is known as a discrete random variable, while a variable which can assume each and every
value within some interval is called a continuous random variable. The distribution func-
tion of a random variable X is denoted by F(x). A random variable X may also be defined
as continuous if its distribution function F(x) is continuous and differentiable everywhere
except at isolated points in the given range. Let the derivative of F(x) be denoted by f (x),
i.e., f (x) = d

dx F(x). Since F(x) is a non-decreasing function of x, so

f (x) ≥  and F(x) =
∫ x

–∞
f (x) dx for all x.

Here, the function f (x) is called the probability density function p.d.f. or simply a den-
sity function of the random variable X. A probability density function has the properties
(proved in [–])

f (x) ≥  for all x and
∫ ∞

–∞
f (x) dx = .

© 2015 Rehman et al. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.

http://dx.doi.org/10.1186/s13660-015-0694-4
http://crossmark.crossref.org/dialog/?doi=10.1186/s13660-015-0694-4&domain=pdf
mailto:smjhanda@gmail.com


Rehman et al. Journal of Inequalities and Applications  (2015) 2015:177 Page 2 of 14

A moment designates the power to which the deviations are raised before averaging them.
In statistics, we have three kinds of moments as follows:

(i) Moment about any value x = A is the rth power of the deviation of variable from A
and is called the rth moment of the distribution about A.

(ii) Moment about x =  is the rth power of the deviation of variable from  and is
called the rth moment of the distribution about .

(iii) Moment about mean, i.e., x = x for sample and x = μ for population, is the rth
power of the deviation of variable from mean and is called the rth moment of the
distribution about mean.

These moments are also called central moments or mean moments and are used to de-
scribe the set of data.

Note The moments about any number x = A and about x =  are denoted by μ′
r , while

those about mean position by μr and μ = μ′
 = .

A link between the moments about arbitrary mean and actual mean of the data can be
established in the following results:

μr =
(

r


)
μ′

r –
(

r


)
μ′

r–μ
′
 +

(
r


)
μ′

r–μ
′
 –

(
r


)
μ′

r–μ
′
 + · · · ()

and conversely, we have

μ′
r =

(
r


)
μr +

(
r


)
μr–μ

′
 +

(
r


)
μr–μ

′
 +

(
r


)
μr–μ

′
 + · · · . ()

Remarks From the above discussion, we see that the first moment about the mean posi-
tion is always zero, while the second moment is equal to the variance.

If a random variable X assumes all the values from a to b, then for a continuous distri-
bution, the rth moment about the arbitrary number A and mean μ, respectively, are given
by

μ′
r =

∫ b

a
(x – A)rf (x) dx; μr =

∫ b

a
(x – μ)rf (x) dx.

In a random experiment with n outcomes, suppose a variable X assumes the values
x, . . . , xn with corresponding probabilities p, . . . , pn, then this collection is called prob-
ability distribution and

∑
pi =  (in case of discrete distributions). Also, if f (x) is a contin-

uous probability distribution function defined on an interval [a, b], then
∫ b

a f (x) dx = . The
expected value of a variate is defined as the first moment of the probability distribution
about x = , i.e.,

μ′
 = E(X) =

∫ b

a
xf (x) dx ()

and the rth moment about mean of the probability distribution is defined as E(X – μ)r ,
where μ is the mean of the distribution.

Note For discrete probability distribution, all the above results and notations are the
same, just replacing the integral sign by the summation sign (

∑
).
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2 �k Function and gamma k-distribution
In , Diaz and Pariguan [] introduced the generalized k-gamma function as

�k(x) = lim
n→∞

n!kn(nk)
x
k –

(x)n,k
, k > , x ∈C \ kZ–

and also gave the properties of the said function. �k is one-parameter deformation of the
classical gamma function such that �k → � as k → . �k is based on the repeated appear-
ance of the expression of the following form:

α(α + k)(α + k)(α + k) · · · (α + (n – )k
)
. ()

The function of the variable α given by statement (), denoted by (α)n,k , is the Pochham-
mer k-symbol. Thus, we have

(α)n,k =

⎧⎨
⎩

α(α + k)(α + k)(α + k) · · · (α + (n – )k), n ∈N, k > ,

, n = ,α �= .

We obtain the usual Pochhammer symbol (α)n by taking k = . Also, the researchers [–]
worked on the generalized k-gamma function and discussed the following properties:

�k(x) =
∫ ∞


tx–e– tk

k dt, Re(x) > , ()

�k(x) = k
x
k –�

(
x
k

)
, ()

(x)n,k =
�k(x + nk)

�k(x)
, ()

�k(x + k) = x�k(x), ()

�k(k) = . ()

Definition . A continuous random variable X is said to have a gamma distribution with
parameter m >  if its probability density function is defined by

f (x) =

⎧⎨
⎩


�(m) xm–e–x,  ≤ x < ∞,

, elsewhere,

and its distribution function F(x) is defined by

F(x) =

⎧⎨
⎩

∫ x



�(m) zm–e–z dz, z ≥ ,

, x < ,

which is also called an incomplete gamma function.

Definition . Let X be a continuous random variable, then it is said to have a gamma
k-distribution with parameters m >  and k >  if its probability k-density function
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(p.k.d.f.) is defined [] by

fk(x) =

⎧⎨
⎩


�k (m) xm–e

–xk
k ,  ≤ x < ∞, k > ,

, elsewhere,

and its k-distribution function Fk(x) is defined by

Fk(x) =

⎧⎨
⎩

∫ x



�k (m) zm–e

–zk
k dz, z > ,

, elsewhere.

Remarks We can call the above function incomplete k-gamma function because, if k = ,
it is an incomplete gamma function tabulated in [, ].

Proposition . The gamma k-distribution satisfies the following properties for the pa-
rameters m >  and k > .

(i) The gamma k-distribution is a proper probability distribution.
(ii) The mean of the gamma k-distribution is equal to the parameter m.

(iii) Variance of the gamma k-distribution is equal to mk.
(iv) The harmonic mean of a �k(m) variate in terms of k is (m – k).

Proof Parts (i), (ii) and (iii) are proved in [].
(iv) Let X be a �k(m) variate, then we have the expected value of 

X , for  < x < ∞, as

Ek

(

X

)
=


�k(m)

∫ ∞




x

xm–e
–xk

k dx =


�k(m)

∫ ∞


xm–e

–xk
k dx

=
�k(m – k)

�k(m)
=

�k(m – k)
(m – k)�k(m – k)

=


m – k
.

Now, harmonic mean in terms of k >  is given by

HMk =


Ek( 
X )

= m – k. �

Proposition . For k > , the moment generating function of gamma k-distribution is

μ′
r,k = m(m + k)(m + k) · · · (m + (r – )k

)
= (m)r,k ,

where (m)r,k is the Pochhammer k-symbol.

Proof Using the definition of expected values along with the gamma k-distribution de-
fined above, the rth moment about x =  is given by

μ′
r,k = Ek

(
Xr) =

∫ ∞


xr 

�k(m)
xm–e

–xk
k dx

=


�k(m)

∫ ∞


xm+r–e

–xk
k dx, ()
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which implies that

Ek
(
Xr) =

�k(m + rk)
�k(m)

=
m + (r – )k · · · (m + k)(m + k)m�k(m)

�k(m)

= m(m + k)(m + k) · · · (m + (r – )k
)
.

To prove the second part of Proposition ., just use relation (). �

Remarks When r = , we obtain μ′
,k = m = mean, when r = , μ′

,k = m(m + k) and hence
μ,k = μ′

,k – (μ′
,k) = mk = variance of the gamma k-distribution given in Proposition ..

3 Applications to the gamma k-distribution via Chebyshev’s integral inequality
In this section, we prove some inequalities which involve gamma k-distribution by us-
ing some natural inequalities []. The following result is well known in the literature as
Chebyshev’s integral inequality for synchronous (asynchronous) functions. Here, we use
this result to prove some k-analog inequalities [] and some new inequalities.

Lemma . Let f , g, h : I ⊆R→R be such that h(x) ≥  for all x ∈ I and h, hfg , hf and hg
are integrable on I . If f , g are synchronous (asynchronous) on I , i.e.,

(
f (x) – f (y)

)(
g(x) – g(y)

) ≥ (≤) =  for all x, y ∈ I,

then we have the inequality (see [, ])

∫
I
h(x) dx

∫
I
h(x)f (x)g(x) dx ≥ (≤)

∫
I
h(x)f (x) dx

∫
I
h(x)g(x) dx. ()

This lemma can be proved by using Korkine’s identity []

∫
I
h(x) dx

∫
I
h(x)f (x)g(x) dx –

∫
I
h(x)f (x) dx

∫
I
h(x)g(x) dx

=



∫
I

∫
I
h(x)h(y)

(
f (x) – f (y)

)(
g(x) – g(y)

)
dx dy.

Definition . Two positive real numbers a and b are said to be similarly (oppositely)
unitary if

(a – )(b – ) ≥ (≤) .

Theorem . If a, b >  are similarly (oppositely) unitary and k > , let the random vari-
able X be such that X ∼ �k(a + b + k – ). Further, define the random variables U and V
such that U ∼ �k(a + k) and V ∼ �k(b + k), then we have the inequality

Ek(X)r

Ek(U)rEk(V )r ≥ (≤)
�k(a + k)�k(b + k)

�k(r + k + )�k(a + b + k – )
, k > , r = , , . . . .

Proof For k > , consider the mappings f , g, h : [,∞) → [,∞) defined by

f (t) = ta–, g(t) = tb– and h(t) = tr+ke– tk
k .
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If the condition (a – )(b – ) ≥ (≤)  holds and k > , then clearly the mappings f and g
are synchronous (asynchronous) on [,∞). Thus, by Chebyshev’s integral inequality along
with the functions f , g , and h defined above, we have

∫ ∞


tr+ke– tk

k dt
∫ ∞


ta+b+r+k––e– tk

k dt

≥ (≤)
∫ ∞


ta+r+k–e– tk

k dt
∫ ∞


tb+r+k–e– tk

k dt. ()

From the moment generating function given in Proposition ., using relation (), we
observe

Ek(X)r�k(a + b + k – ) =
∫ ∞


xa+b+k–+r–e

–xk
k dx, ()

Ek(U)r�k(a + k) =
∫ ∞


xa+k+r–e

–xk
k dx ()

and

Ek(V )r�k(b + k) =
∫ ∞


xb+k+r–e

–xk
k dx. ()

Using relations () to (), for the random variables X, U and V , inequality () provides
the desired theorem. �

Corollary . From Theorem ., if b = a > , the condition (a – )(b – ) ≥ (≤)  reduces
to (a – ) ≥ , and we have the inequality

Ek(X)r�k(r + k + )�k(a + k – ) ≥ E
k (U)r�

k (a + k), k > , r = , , . . . .

Theorem . Let the random variables X and Y be such that X ∼ �k(p – q) and Y ∼
�k(m + q) for the real numbers p, q and m with p, m >  and p > q > –m. Further, let the
random variables U and V be such that U ∼ �k(p) and V ∼ �k(m). If q(p – m – q) ≥ (≤) ,
k is any positive real number, then we have the inequality

Ek(U)rEk(V )r

Ek(X)rEk(Y )r ≥ (≤)
�k(p – q)�k(m + q)

�k(p)�k(m)
, r = , , . . . .

Proof For a positive real number k, choose the mappings f , g, h : [,∞) → [,∞) defined
by

f (x) = xp–q–m, g(x) = xq and h(x) = xr+m–e– xk
k .

Now, using the definition of expected values as in equations () to () along with the
mappings defined above, Chebyshev’s integral inequality gives the required proof. �

Corollary . From Theorem ., if m = p > , then we have the inequality

E
k (U)r�

k (p) ≤ �k(p – q)�k(p + q + r)Ek(X)r , k > , r = , , . . . .
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Theorem . Let the random variables U and Y be such that U ∼ �k(p) and Y ∼
�k(m + q) for the real numbers p, q and m with p, m >  and p > q > –m. Further,
if q(p – m – q) ≥ (≤) , then we have another estimation for the moment ratios of the
k-gamma random variables as

�k(p)�k(m)Ek(U)r ≥ (≤)�k(p – q)�k(m + q)Ek(Y )r , k > , r = , , . . . .

Proof Consider the mappings defined by

f (x) = xp–q–m, g(x) = xr+q and h(x) = xm–e– xk
k .

Using the values of E(U)r , E(Y )r adjusted accordingly as in equations () to () along
with the above choice of mappings, from Chebyshev’s integral inequality we can get the
desired result. �

Now, we discuss some estimations for the expected values of reciprocals which can be
used for the harmonic mean of k-gamma random variables.

Theorem . Let the random variables X and Y be such that X ∼ �k(p) and Y ∼ �k(m +
q). Then, for q(p – m – q) ≥ (≤) , we have the inequality for gamma k-distribution

Ek(/X)r

Ek(/Y )r ≥ (≤)
�k(p – q)�k(m + q)

�k(p)�k(m)
, k > , r = , , . . . .

Proof For k > , choose the mappings defined by

f (x) = xp–q–m, g(x) = x–r+q and h(x) = xm–e– xk
k .

Using these mappings in inequality (), we get

∫ ∞


xm–e– xk

k dx
∫ ∞


xp–r–e– xk

k dx

≥ (≤)
∫ ∞


xp–q–e– xk

k dx
∫ ∞


xm+q–r–e– xk

k dx. ()

From the moment generating function given in Proposition ., using relation (), we
observe

Ek(/X)r�k(p) =
∫ ∞


xp–r–e

–xk
k dx

and

Ek(/Y )r�k(m + q) =
∫ ∞


xm+q–r–e

–xk
k dx.

Using these results in inequality (), we have the required proof. �

In the following theorem, we give an inequality for the estimation of variance of the
k-gamma random variable.
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Theorem . Let the random variables X and Y be such that X ∼ �k(p) and Y ∼
�k(m + q). Denote the variances of these random variables by Vk(X) = Ek(X) – [Ek(X)]

and Vk(Y ) = Ek(Y ) – [Ek(Y )], respectively. Then, for q(p – m – q) ≥ (≤) , we have the
inequality for gamma k-distribution

�k(p)�k(m)Vk(X) – �k(p – q)�k(m + q)V (Y )

≥ (≤) (m + q)�k(p – q)�k(m + q + k) – p�k(m)�k(p + k), k > , r = , , . . . .

Proof From Theorem ., taking r =  and rewriting Ek(·) in terms of Vk(·), we obtain

�k(p)�k(m)
[
Vk(X) +

(
Ek(X)

)] ≥ (≤)�k(p – q)�k(m + q)
[
Vk(Y ) +

(
Ek(Y )

)]. ()

As given in Proposition ., expected value of a k-gamma variate with parameter m is m,
so inequality () gives

�k(p)�k(m)
[
Vk(X) + p] ≥ (≤)�k(p – q)�k(m + q)

[
Vk(Y ) + (m + q)].

Now, using the property of k-gamma function given in relation () and rearranging the
terms, we get the required proof. �

Corollary . Denote the coefficient of variation of the k-gamma random variables X and

Y by CV k(X) and CV k(Y ), respectively, where CV k(·) =
√

Vk (·)
Ek (·) . Then, for q(p – m – q) ≥ (≤)

, we have the inequality for gamma k-distribution

 + CV 
k(X)

 + CV 
k(Y )

≥ (≤)
(m + q)�k(m + q + k)�k(p – q)

p�k(m)�k(p + k)
, k > .

Proof Rewriting relation () as

[ Vk (X)
(Ek (X)) + ]

[ Vk (Y )
(Ek (Y )) + ]

≥ (≤)
�k(p – q)�k(m + q)

�k(p)�k(m)
(Ek(Y ))

(Ek(X)) ,

using the values of Ek(X) and Ek(Y ) from Proposition ., in the right-hand side of the
above inequality, we get

[ Vk (X)
(Ek (X)) + ]

[ Vk (Y )
(Ek (Y )) + ]

≥ (≤)
�k(p – q)�k(m + q)

�k(p)�k(m)
(m + q)

p ,

and by �k(x + k) = x�k(x), we reach the required proof. �

4 Some results via Holder’s integral inequality
In this section, we prove some results involving the k-gamma random variable via Hölder’s
integral inequality. The mapping �k is logarithmically convex proved in [], and now we
have the following theorem.
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Theorem . Define the distributed random variables X and Y such that X ∼ �k(ax +
by), Y ∼ �k(x) and a, b, x, y ≥  with a + b = . Then we have the inequality for gamma
k-distribution

Ek(X)ar

[Ek(Y )r]a ≤ [�k(x)]a[�k(y)]b

�k(ax + by)
, k > , r = , , . . . . ()

Proof For k > , consider the mappings defined by

f (t) = ta(x–)+ar , g(t) = tb(y–) and h(t) = e
–tk

k

for t ∈ [,∞). Substituting these mappings in Holder’s integral inequality

∫
I
f (t)g(t)h(t) dt ≤

(∫
I

{
f (t)

} 
a h(t) dt

)a(∫
I

{
g(t)

} 
b h(t) dt

)b

, ()

we have
∫ ∞



(
tax+by+ar–a–be

–tk
k

)
dt

≤
(∫ ∞



[
tr+x–e

–tk
k

]
dt

)a(∫ ∞



[
ty–e

–tk
k

]
dt

)b

. ()

From relation (), we have

Ek(X)ar�k(ax + by) =
∫ ∞


tax+by+ar–e

–tk
k dt

and

Ek(Y )r�k(x) =
∫ ∞


tx+r–e

–tk
k dt.

Using these results in inequality (), we get

Ek(X)ar�k(ax + by) ≤ [
�k(x)Ek(Y )r]a[

�k(y)
]b, k > , r = , , . . . ,

which is equivalent to the required result. �

Corollary . Setting b = a >  in Theorem ., we have

(
Ek(X)ar�ka(x + y)

) 
a ≤ Ek(Y )r�k(x)�k(y), k > , r = , , . . . .

Theorem . Let the distributed random variables X and Y be such that X ∼ �k(ax + by),
Y ∼ �k(x) and a, b, x, y ≥  with a + b = . Then we have the inequality for the reciprocals
of a k-gamma variate

�k(ax + by)
[
Ek(/X)ar] ≤ [

�k(x)Ek(/Y )r]a[
�k(y)

]b, k > , r = , , . . . .
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Proof For k > , consider the mappings defined by

f (t) = ta(x–)–ar , g(t) = tb(y–) and h(t) = e
–tk

k

for t ∈ [,∞). Substituting these mappings in Hölder’s integral inequality, we have

∫ ∞



(
tax+by–ar–a–be

–tk
k

)
dt ≤

(∫ ∞


tx–r–e

–tk
k dt

)a(∫ ∞


ty–e

–tk
k dt

)b

. ()

From relation (), we deduce

Ek(/X)ar�k(ax + by) =
∫ ∞


tax+by–ar–e

–tk
k dt

and

Ek(/Y )r�k(x) =
∫ ∞


tx–r–e

–tk
k dt,

and hence inequality () gives the required proof. �

Theorem . Let the distributed random variables X and Y be such that X ∼ �k(ax + by),
Y ∼ �k(x) and a, b, x, y ≥  with a + b = . Denote the variances of these variables in terms
of k by Vk(X) = Ek(X) – (Ek(X)) and Vk(Y ) = Ek(Y ) – (Ek(Y )), respectively. Then we have
the inequality for the variances of gamma k-distribution

�k(ax+by)
[
Vk

(
Xa)+

(
Ek

(
Xa))] ≤ (

�k(x)
)a(

�k(y)
)b[Vk(Y )+x]a, k > , r = , , . . . .

Proof From Theorem ., taking r =  and writing Ek(·) in terms of Vk(·), we have

Vk(Xa) – (Ek(Xa))

[Ek(Y )]a ≤ [�k(x)]a[�k(y)]b

�k(ax + by)
, k > . ()

Using Proposition ., we see that Ek(Y ) = x, and after rearranging the terms, inequality
() gives the required proof. �

5 Some inequalities for the mean deviation
In , Grüss established an integral inequality which provides an estimation for the in-
tegral of a product in terms of the product of integrals [, ]. Here, we use this inequality
to prove some inequalities involving the mean deviation of a k-beta random variable. The
authors [] defined the k-beta function as

βk(x, y) =
�k(x)�k(y)
�k(x + y)

, Re(x) > , Re(y) >  ()

and the integral form of βk(x, y) is

βk(x, y) =

k

∫ 


t

x
k –( – t)

y
k – dt. ()
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Note When k → , βk(x, y) → β(x, y).

Definition . Let X be a continuous random variable, then it is said to have a beta
k-distribution with two parameters m and n if its probability k-density function (p.k.d.f.)
is defined by (see [, ])

fk(x) =

⎧⎨
⎩


kβk (m,n) x

m
k –( – x)

n
k –,  ≤ x ≤ ; m, n, k > ,

, elsewhere.

In the above distribution, the k-beta variable is referred to as βk(m, n), and its k-distri-
bution function Fk(x) is given by

Fk(x) =

⎧⎪⎪⎨
⎪⎪⎩

, x < ,∫ 



kβk (m,n) x

m
k –( – x)

n
k – dx,  ≤ x ≤ ; m, n, k > ,

, x > .

Remarks We can call the above function an incomplete k-beta function because, if k = ,
it is an incomplete beta function tabulated in [].

Also, we see that the mean deviation for a beta random variable X ∼ β(p, q) is given by
[]

MD(X) =
ppqq

β(p, q)(p + q)p+q

and, for a k-beta random variable X ∼ βk(p, q), mean deviation in terms of k is given by

MDk(X) =
( p

k )
p
k ( q

k )
q
k

βk(p, q)( p+q
k )

p+q
k

. ()

For more details about the theory of k-special functions like k-gamma function, k-poly-
gamma function, k-beta function, k-hypergeometric functions, solutions of k-hypergeo-
metric differential equations, contagious functions relations, inequalities and integral rep-
resentations with applications involving k-gamma and k-beta functions, k-gamma and
k-beta probability distributions and so forth (see [–]).

Lemma . Let f and g be two functions defined and integrable on [a, b]. If m, M, s and S
are given real constants such that m ≤ f (x) ≤ M and s ≤ g(x) ≤ S for all x ∈ [a, b], then

∣∣∣∣ 
b – a

∫ b

a
f (x)g(x) dx –


b – a

∫ b

a
f (x) dx


b – a

∫ b

a
g(x) dx

∣∣∣∣
≤ 


(M – m)(S – s)

and the constant 
 is best possible.

Now, an application of the Grüss integral inequality results in the following estimation
of the mean deviation of a k-beta random variable.
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Theorem . Let p, q > k >  be the real numbers and x ∈ [, ]. Then, for the mean devi-
ation of a random variable X ∼ βk(p, q), the following inequality holds:

( p
k )

p
k ( q

k )
q
k

( p+q
k )

p+q
k

· 
[ k

pq + 
k ]

≤ MDk(X) ≤ ( p
k )

p
k ( q

k )
q
k

( p+q
k )

p+q
k

.


[ k
pq – 

k ]
for pq < k.

Proof Consider the functions defined by

f (x) = x
p
k –, g(x) = ( – x)

q
k –, x ∈ [, ], p, q > k > .

For minima and maxima of f (x) and g(x), we have

inf
x∈[,]

f (x) = inf
x∈[,]

g(x) = ; sup
x∈[,]

f (x) = sup
x∈[,]

g(x) = .

Also,

∫ 


f (x) =

k
p

;
∫ 


g(x) =

k
q

.

By using the Grüss inequality, we get

∣∣∣∣
∫ 


x

p
k –( – x)

q
k – dx –

∫ 


x

p
k – dx

∫ 


( – x)

q
k – dx

∣∣∣∣ ≤ 


( – )( – ).

Using the definition of k-beta function given in relation (), we have

∣∣∣∣kβk(p, q) –
k
p

k
q

∣∣∣∣ ≤ 


or equivalently,


[ k

pq – 
k ]

≤ βk(p, q) ≤ 
[ k

pq + 
k ]

. ()

From relations () and (), we get the required result. �

Theorem . Let p, q and k be positive real numbers and x ∈ [, ]. Then, for the mean
deviation of a random variable X ∼ βk(p, q), the following inequality holds:

MDk(X) ≤ (≥)
k( p

k )
p+k

k ( q
k )

q+k
k

( p+q
k )

p+q
k

,

and accordingly,

(p – k)(q – k) ≥ (≤) .

Proof Consider the functions defined by

f (x) = x
p
k –, g(x) = ( – x)

q
k – and h(x) = , x ∈ [, ], p, q > k > .
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As (p – k)(q – k) ≥ (≤) , the mappings f and g are the same (opposite) monotonic and h
is non-negative on [, ]. Using Chebyshev’s integral inequality, we have

∫ 


dx

∫ 


x

p
k –( – x)

q
k – dx ≥ (≤)

∫ 


x

p
k – dx

∫ 


( – x)

q
k – dx,

which implies that

βk(p, q) ≥ (≤)
k

pq
. ()

From relations () and (), we have the required result. �

Theorem . Let p, q and k be positive real numbers. Then, for the mean deviation of a
random variable X ∼ βk(p, q), the following inequality is satisfied:

MDk(X) ≤ (≥)
( p

k )
p
k ( q

k )
q
k

( p+q
k )

p+q
k

· �k(p + q)
�k(q + k)�k(p – k)

and accordingly,

(p – q – k) ≥ (≤) .

Proof Consider the functions defined by

f (x) = xp–q–k , g(x) = xk and h(x) = xq–e– xk
k , x ∈ [,∞), p, q > k > .

Using Chebyshev’s integral inequality, we have

∫ ∞


xq–e– xk

k dx
∫ ∞


xp–e– xk

k dx

≥ (≤)
∫ ∞


xp–k–e– xk

k dx
∫ ∞


xq+k–e– xk

k dx. ()

Using the integral form of a k-gamma function given in relation (), inequality () gives

�k(q)�k(p) ≥ (≤)�k(p – k)�k(q + k).

Dividing both sides by �k(p + q) and using relation (), we have

βk(p, q) ≥ (≤)
�k(p – k)�k(q + k)

�k(p + q)
. ()

From relations () and (), we reach the desired proof. �
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