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1 Introduction
As an extension of Brownian motion, Bojdecki et al. [] introduced and studied the sub-
fractional Brownian motion, a class of self-similar Gaussian processes preserving many
properties of the fractional Brownian motion (self-similarity, long-range dependence,
Hölder paths). However, in comparison with fractional Brownian motion, the subfrac-
tional Brownian motion has non-stationary increments. The subfractional Brownian mo-
tion arises from occupation time fluctuations of branching particle systems with a Poisson
initial condition, and it also appeared independently in a different context in Dzhaparidze
and Van Zanten [].

Recall that the subfractional Brownian motion SH with index H ∈ (, ) is a mean zero
Gaussian process SH = {SH

t , t ≥ } with SH
 =  and the covariance

RH (t, s) ≡ E
[
SH

t SH
s
]

= sH + tH –


[
(s + t)H + |t – s|H]

(.)

for all s, t ≥ . For H = /, SH coincides with the standard Brownian motion W . SH is nei-
ther a semimartingale nor a Markov process unless H = /, so many of the powerful tech-
niques from stochastic analysis are not available when dealing with SH . By Dzhaparidze
and Van Zanten [], Tudor [], the subfractional Brownian motion has the following in-
tegral representation with respect to the standard Brownian motion W :

SH
t =

∫ t


KH (t, s) dWs, t ≥ , (.)

where

KH (t, s) =
cH

√
π

H–�(H – 
 )

s

 –H

∫ t

s

(
u – s)H– 

 du(,t)(s), (.)
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with

c
H =

�( + H) sinπH
π

, H >



.

Convergence to subfractional Brownian motion has been studied since the works of Del-
gado and Jolis []. Recently, many authors have got some new results on approximations
of subfractional Brownian motion. For example, Bardina and Bascompte [] constructed
two independent Gaussian processes by using a unique Poisson process. As an application
of this result they obtained families of processes that converge in law toward subfractional
Brownian motion. Garzón et al. [] proved a strong uniform approximation with a rate of
convergence for subfractional Brownian motion by means of transport processes. Harnett
and Nualart [] proved a weak convergence of the Stratonovich integral with respect to
a class of Gaussian processes which includes subfractional Brownian motion with H = 

 .
Shen and Yan [] obtained an approximation theorem for subfractional Brownian mo-
tion using martingale differences (Nieminen [], Chen et al. [], Wang et al. [] obtained
an approximation theorem for fractional Brownian motion, Rosenblatt process, and frac-
tional Brownian sheet, respectively, using martingale differences). Dai [] showed a result
of approximation in law to subfractional Brownian motion in the Skorohord topology. The
construction of these approximations is based on a sequence of I.I.D. random variables.

There are two possible multidimensional parameter extensions of the subfractional
Brownian motion. The first one is Lévy’s subfractional Brownian random field, and the
second one is the anisotropic subfractional Brownian random field. In this paper, we will
consider the second one in the two-parameter case and call it a subfractional Brownian
sheet. This is a centered Gaussian process on R

Sα,β =
{

Sα,β(t, s), (t, s) ∈R

+
}

such that

E
[
Sα,β(t, s)Sα,β(u, v)

]
=

{
tH + uH –



[
(t + u)H + |t – u|H]}

×
{

sH + vH –


[
(s + v)H + |s – v|H]

}
,

where α,β ∈ (, ). For α = β = 
 , Sα,β coincides with the standard Brownian sheet. Re-

call that a subfractional Brownian sheet with parameters α > 
 , β > 

 admits an integral
representation of the form, for (t, s) ∈ [, T] × [, S],

Sα,β(t, s) =
∫ t



∫ s


Kα(t, x)Kβ (s, x)B(dx, dx),

where B is a standard Brownian sheet and K· is the deterministic kernel given by (.).
To the best of our knowledge, no work has been done on weak or strong convergence

to the subfractional Brownian sheet. Motivated by the aforementioned works, as a first
attempt, in this paper, we will prove weak convergence to the subfractional Brownian sheet
result for processes construed from the martingale differences sequence in the Skorohord
space. It can be seen as an extension of the previous results of Shen and Yan [] to the
two-parameter case.
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The rest of this paper is organized as follows. Section  contains some preliminaries on
the stochastic process in the plane. In Section , we prove the main weak convergence
Theorem . using the criterion given by Bickel and Wichura [] to check the tightness of
the approximated processes and the convergence of the finite-dimensional distributions.

2 Preliminaries
In this section, we will use the definitions and notations introduced in the basic work of
Cairoli and Walsh [] on stochastic calculus in the plane. Let (�,F , P) be a complete prob-
ability space and let {Ft,s; (t, s) ∈ [, T] × [, S]} be a family of sub-σ -fields of F such that:

(i) Ft,s ⊆Ft′ ,s′ for any t ≤ t′, s ≤ s′;
(ii) F, contains all null sets of F ;

(iii) for each z ∈ [, T] × [, S], Fz =
⋂

z<z′ Fz′ , where z = (t, s) < z′ = (t′, s′) denotes the
partial order on [, T] × [, S], meaning that t < t′ and s < s′.

Given a real valued process X, defined on [, T] × [, S] with (t, s) < (t′, s′), we denote by
	t,sX(t′, s′) the increment of X over the rectangle ((t, s), (t′, s′)], that is,

	t,sX
(
t′, s′) = X

(
t′, s′) – X

(
t, s′) – X

(
t′, s

)
+ X(t, s).

Definition . An integrable process X = {X(t, s), (t, s) ∈ [, T] × [, S]} is called a strong
martingale if:

• X is adapted;
• X vanishes on the axes;
• E[	t,sX(t′, s′)|Gt,s] =  for any (t, s) < (t′, s′).

Denote G(n)
i,j := F (n)

i,n ∨ F (n)
n,j , where F (n)

i,n denotes the σ -fields generated by ξ
(n)
i,n and

F (n)
n,j denotes the σ -fields generated by ξ

(n)
n,j for i, j = , , . . . , n and n ≥ . Let {ξ (n)}n≥ :=

{ξ (n)
i,j ,G(n)

i,j }n≥, i, j = , , . . . , n, be a sequence such that

E
[
ξ

(n)
i+,j+|G(n)

i,j
]

= 

for all n ≥ , and ξ
(n)
k,l ∈F (n)

i,n ∧F (n)
n,j for i > k or j > l. Then we call it a martingale differences

sequence. Obviously, for a martingale difference sequence ξn,

Xn(i, j) =
i∑

k=

j∑

l=

ξ
(n)
k,l

is a strong martingale.
Let 	 be the group of all mappings λ : [, T]× [, S] → [, T]× [, S] of the form λ(s, t) =

(λ(t),λ(s)), where each λi is continuous and strictly increasing. Denote by D = D([, T]×
[, S]) the Skorohod space of functions on [, T] × [, S] that are continuous from above
with limits from below and equipped D with the metric

d(x, y) := inf
{
min

(‖x – yλ‖,‖λ‖) : λ ∈ 	
}

,

where ‖x – yλ‖ := sup{|x(t, s) – y(λ(t, s))| : (t, s) ∈ [, T] × [, S]} and

‖λ‖ = sup
{∣∣λ(t, s) – (t, s)

∣∣ : (t, s) ∈ [, T] × [, S]
}

.

Under this metric, D is a separable and complete metric space.
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For n ≥ , (t, s) ∈ [, T] × [, S]. Define now

Bn(t, s) =
[nt]∑

i=

[ns]∑

j=

ξ
(n)
i,j ,

and

Sn(t, s) :=
∫ t



∫ s


K (n)

α (t, x)K (n)
β (s, x)Bn(dx, dx)

= n
[nt]∑

i=

[ns]∑

j=

ξ
(n)
i,j

∫ i
n

i–
n

∫ j
n

j–
n

Kα

(
[nt]

n
, x

)
· Kβ

(
[ns]

n
, x

)
dx dx, (.)

where the sequence K (n)
H (t, v) is an approximation of KH (t, v) and

K (n)
H (t, x) = n

∫ x

x– 
n

KH

(
[nt]

n
, y

)
dy, n = , , . . .

and [x] denotes the greatest integer not exceeding x.
It is well known that if the martingale differences sequence ξ (n) satisfies the following

condition:

[nt]∑

i=

[ns]∑

j=

(
ξ

(n)
i,j

) → t · s

in the sense of L, then Bn(t, s) converges weakly to the Brownian sheet B(t, s) in D as n
tends to infinity (see, for instance, Morkvenas []).

3 Main results
In this section, we will extend the result of Morkvenas [] to the subfractional Brownian
sheet with α,β > 

 in the following theorem.

Theorem . Let α > 
 , β > 

 , and {ξ (n)
i,j , i, j = , , . . . , n} be a square integrable martingale

differences sequence such that for all  ≤ i, j ≤ n

lim
n→∞ nξ

(n)
i,j =  a.s. (.)

and

max
≤i,j≤n

∣∣ξ (n)
i,j

∣∣ ≤ C
n

a.s. (.)

for some C > . Then {Sn} defined in (.) converges weakly to the subfractional Brownian
sheet Sα,β in the Skorohod space D as n tends to infinity.

In order to prove Theorem ., we have to check the tightness of process Sn and the
following lemmas will be needed.
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Lemma . Let Sn(t, s) be the family of processes defined by (.). Then for any (t, s) < (t′, s′),
there exists a constant C such that

sup
n

E
[(	t,sSn

(
t′, s′))] ≤ C

(
t′ – t

)α(
s′ – s

)β .

Proof Notice that

	t,sSn
(
t′, s′) =

∫ t′



∫ s′



[
K (n)

α

(
t′, x

)
– K (n)

α (t, x)
]

× [
K (n)

β

(
s′, x

)
– K (n)

β (s, x)
]
Bn(dx, dx)

=
[nt′]∑

i=

[ns′]∑

j=

n
∫ i

n

i–
n

∫ j
n

j–
n

[
Kα

(
[nt′]

n
, x

)
– Kα

(
[nt]

n
, x

)]

×
[

Kβ

(
[ns′]

n
, x

)
– Kβ

(
[ns]

n
, x

)]
ξ

(n)
i,j dx dx.

By (.) and Eξ
(n)
i,j ξ

(n)
k,l = , for some i �= k or j �= l [in fact, we can suppose i > k, then

Eξ
(n)
i,j ξ

(n)
k,l = E(ξ (n)

k,l E(ξ (n)
i,j |G(n)

i–,j–)) = , since ξ
(n)
k,l ∈F (n)

i,n ∧F (n)
n,j ]. We have

E
[	t,sSn

(
t′, s′)] = E

[[nt′]∑

i=

[ns′]∑

j=

n
∫ i

n

i–
n

∫ j
n

j–
n

[
Kα

(
[nt′]

n
, x

)
– Kα

(
[nt]

n
, x

)]

×
[

Kβ

(
[ns′]

n
, x

)
– Kβ

(
[ns]

n
, x

)]
ξ

(n)
i,j dx dx

]

≤ C
[nt′]∑

i=

n
(∫ i

n

i–
n

[
Kα

(
[nt′]

n
, x

)
– Kα

(
[nt]

n
, x

)]
dx

)

×
[ns′]∑

j=

n
(∫ j

n

j–
n

[
Kβ

(
[ns′]

n
, x

)
– Kβ

(
[ns]

n
, x

)]
dx

)

≤ C
∫ t′



[
Kα

(
[nt′]

n
, x

)
– Kα

(
[nt]

n
, x

)]

dx

×
∫ s′



[
Kβ

(
[ns′]

n
, x

)
– Kβ

(
[ns]

n
, x

)]

dx

= CE
(
SH

[nt′]
n

– SH
[nt]

n

)E
(
SH

[ns′]
n

– SH
[ns]

n

)

≤ C
∣∣
∣∣
[nt′] – [nt]

n

∣∣
∣∣

α∣∣
∣∣
[ns′] – [ns]

n

∣∣
∣∣

β

.

For any  < t < t′, and 
 < α < , we see that if nt′ – nt ≥ , then | [nt′]–[nt]

n |α ≤ |(t′ – t)|α .
Conversely, if nt′ – nt < , then either t′ or t belong to a same subinterval [ m

n , m+
n ) for some

integer m, which implies | [nt′]–[nt]
n |α = . So we get

∣∣
∣∣
[nt′] – [nt]

n

∣∣
∣∣

α

≤ ∣
∣

(
t′ – t

)∣∣α .

The second term follows from a similar discussion. This completes the proof. �
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Lemma . Let Sn(t, s) be the family of processes defined by (.). Then for any (t, s) < (t′, s′),
there exists a constant C such that

sup
n

E
[(	t,sSn

(
t′, s′))] ≤ C

(
t′ – t

)α(
s′ – s

)β .

Proof We have

E
[	t,sSn

(
t′, s′)] = E

[[nt′]∑

i=

[ns′]∑

j=

n
∫ i

n

i–
n

∫ j
n

j–
n

[
Kα

(
[nt′]

n
, x

)
– Kα

(
[nt]

n
, x

)]

×
[

Kβ

(
[ns′]

n
, x

)
– Kβ

(
[ns]

n
, x

)]
ξ

(n)
i,j dx dx

]

≤ C
[nt′]∑

i=

[ns′]∑

j=

[nt′]∑

k=

[ns′]∑

l=

n
(∫ i

n

i–
n

(
Kα

(
[nt′]

n
, x

)
– Kα

(
[nt]

n
, x

))
dx

)

×
(∫ j

n

j–
n

(
Kβ

(
[ns′]

n
, x

)
– Kβ

(
[ns]

n
, x

))
dx

)

×
(∫ k

n

k–
n

(
Kα

(
[nt′]

n
, x

)
– Kα

(
[nt]

n
, x

))
dx

)

×
(∫ l

n

l–
n

(
Kβ

(
[ns′]

n
, x

)
– Kβ

(
[ns]

n
, x

))
dx

)

= C

([nt′]∑

i=

n
(∫ i

n

i–
n

(
Kα

(
[nt′]

n
, x

)
– Kα

(
[nt]

n
, x

))
dx

)
)

×
([ns′]∑

i=

n
(∫ j

n

j–
n

(
Kβ

(
[ns′]

n
, x

)
– Kβ

(
[ns]

n
, x

))
dx

)
)

≤ C

([nt′]∑

i=

∫ i
n

i–
n

(
Kα

(
[nt′]

n
, x

)
– Kα

(
[nt]

n
, x

))

dx

)

×
([ns′]∑

j=

∫ j
n

j–
n

(
Kβ

(
[ns′]

n
, x

)
– Kβ

(
[ns]

n
, x

))

dx

)

≤ C
∣
∣∣
∣
[nt′] – [nt]

n

∣
∣∣
∣

α∣
∣∣
∣
[ns′] – [ns]

n

∣
∣∣
∣

β

≤ C
(
t′ – t

)α(
s′ – s

)β . �

Lemma . Let 
 < α,β < , (tk , sk), (tl, sl) ∈ [, T] × [, S], and {ξ (n)

i,j , i, j = , , . . . , n} be a
martingale differences sequence satisfying (.) and (.). Then

n
[nT]∑

i=

[nS]∑

j=

∫ i
n

i–
n

∫ j
n

j–
n

Kα

(
[ntk]

n
, x

)
Kβ

(
[nsk]

n
, x

)
dx dx

×
∫ i

n

i–
n

∫ j
n

j–
n

Kα

(
[ntl]

n
, x

)
Kβ

(
[nsl]

n
, x

)
dx dx

(
ξ

(n)
i,j

)
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converges to

∫ T


Kα(tk , x)Kα(tl, x) dx

∫ S


Kβ (sk , x)Kβ (tl, x) dx

as n tends to infinity.

Proof The proof follows from a similar discussion of Lemma . in Shen and Yan [].
�

Proof of Theorem . Note that the processes Sn are null on the axes, and that the tightness
of the laws of the family Sn follows from Lemma .. Then, in order to prove Theorem .,
by the criterion given by Bickel and Wichura [] it suffices to show: the family of process
Sn(t, s) converges, as n tends to infinity, to the subfractional Brownian sheet in the sense
of finite-dimensional distribution.

Let α,α, . . . ,αd ∈R and (t, s), . . . , (td, sd) ∈ [, T] × [, S]. We want to show that Xn,

Xn :=
d∑

m=

αmSn(tm, sm),

converges in distribution, as n tends to infinity, to a normal random variable with zero
mean and variance

E

( d∑

m=

αmSα,β(tm, sm)

)

.

Indeed, the zero mean is trivial. Let us write Xn as

Xn =
[nT]∑

i=

[nS]∑

j=

nξ
(n)
i,j

d∑

m=

αm

∫ i
n

i–
n

Kα

(
[ntm]

n
, x

)
dx

∫ j
n

j–
n

Kβ

(
[nsm]

n
, x

)
dx

:=
[nT]∑

i=

[nS]∑

j=

X(n)
i,j .

Then

[nT]∑

i=

[nS]∑

j=

(
X(n)

i,j
)

=
d∑

m,h=

αmαhn
[nT]∑

i=

[nS]∑

j=

∫ i
n

i–
n

∫ j
n

j–
n

Kα

(
[ntm]

n
, x

)
Kβ

(
[nsm]

n
, x

)
dx dx

×
∫ i

n

i–
n

∫ j
n

j–
n

Kα

(
[nth]

n
, x

)
Kβ

(
[nsh]

n
, x

)
dx dx

(
ξ

(n)
i,j

).

By Lemma ., the above equation converges to

d∑

m,h=

αmαh

∫ T


Kα(tm, x)Kα(th, x) dx

∫ S


Kβ (sm, x)Kβ (sh, x) dx

= E

( d∑

m=

αmSα,β(tm, sm)

)

,
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since Kα(t, s) =  for s ≥ t. Therefore, in order to end the proof we just need to prove the
following Lindeberg condition holds: for any ε > ,

[nT]∑

i=

[nS]∑

j=

E
[(

X(n)
i,j

)I(|X(n)
i,j |>ε)|Gn

i–,j–
] P→ .

Consider the set

{∣∣X(n)
i,j

∣∣ > ε
}

=
{(

X(n)
i,j

) > ε}.

We get an upper bound to X(n)
i,j by noticing that KH (t, u) is increasing with respect to t and

decreasing with respect to u,

(
X(n)

i,j
) =

(

nξ
(n)
i,j

d∑

m=

αm

∫ i
n

i–
n

∫ j
n

j–
n

Kα

(
[ntm]

n
, x

)
Kβ

(
[nsm]

n
, x

)
dx dx

)

≤ n(ξ (n)
i,j

)
( d∑

m=

αm

)[∫ i
n

i–
n

Kα(T , x) dx

]

·
[∫ j

n

j–
n

Kβ (S, x) dx

]

≤ n(ξ (n)
i,j

)A
∫ i

n

i–
n

K
α (T , x) dx ·

∫ j
n

j–
n

K
β (S, x) dx

≤ n(ξ (n)
i,j

)A := n(ξ (n)
i,j

)Aδn,

where A := (
∑d

m= αm), and

δn :=
∫ 

n


K

α (T , x) dx ·
∫ 

n


K

β (S, x) dx.

Thus, we get

{∣∣X(n)
i,j

∣
∣ > ε

} ⊂ {
n(ξ (n)

i,j
)Aδn > ε}. (.)

Using the inclusion (.) and the Cauchy-Schwartz inequality we get, a.s.,

E
[(

X(n)
i,j

)I(|X(n)
i,j |>ε)|Gn

i–,j–
] ≤ E

[
n(ξ (n)

i,j
)AδnI(n(ξ (n)

i,j )Aδn>ε)|Gn
i–,j–

]

≤ CAδnE
[
I(n(ξ (n)

i,j )Aδn>ε)|Gn
i–,j–

]
.

Hence, for some constant K > 

[nT]∑

i=

[nS]∑

j=

E
[(

X(n)
i,j

)I(|X(n)
i,j |>ε)|Gn

i–,j–
] ≤

[nT]∑

i=

[nS]∑

j=

CAδnE
[
I(n(ξ (n)

i,j )Aδn>ε)|Gn
i–,j–

]
a.s.

≤ CAδn
[nT]∑

i=

[nS]∑

j=

E[I(KAδn>ε)] → , n → ∞,

because δn →  implies I(KAδn>ε) → . This completes the proof. �
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