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#### Abstract

In this paper, some new upper bounds on the spectral radius of the Hadamard product of two nonnegative matrices and some upper and lower bounds on the spectral radius of the iterative matrix of a nonsingular M-matrix are given. These bounds improved the corresponding results of Cheng et al. (Appl. Math. E-Notes 5:202-209, 2005), Guo et al. (J. Inequal. Appl. 2013:433, 2013), Huang (Linear Algebra Appl. 428:1551-1559, 2008) and Liu et al. (Linear Algebra Appl. 432:936-948, 2010) and are sharper than the related results of Fang (Linear Algebra Appl. 425:7-15, 2007) and Liu and Chen (Linear Algebra Appl. 431:974-984, 2009) in some cases. Some numerical examples are used to show the advantages of the results in this paper.
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## 1 Introduction

For a positive integer $n, N$ denotes the set $\{1,2, \ldots, n\}$. The set of all $n \times n$ complex matrices is denoted by $\mathbb{C}^{n \times n}$ and $\mathbb{R}^{n \times n}$ denotes the set of all $n \times n$ real matrices throughout.

Let $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ be two real $n \times n$ matrices. Then $A \geq B(>B)$ if $a_{i j} \geq b_{i j}\left(>b_{i j}\right)$ for all $1 \leq i \leq n, 1 \leq j \leq n$. If $O$ is the null matrix and $A \geq O(>O)$, we say that $A$ is a nonnegative (positive) matrix. The spectral radius of $A$ is denoted by $\rho(A)$. If $A$ is a nonnegative matrix, the Perron-Frobenius theorem (see [1]) guarantees that $\rho(A) \in \sigma(A)$, where $\sigma(A)$ is the set of all eigenvalues of $A$.
For $n \geq 2$, an $n \times n$ matrix $A \in C$ is reducible if there exists an $n \times n$ permutation matrix $P$ such that

$$
P^{T} A P=\left(\begin{array}{ll}
B & C \\
0 & D
\end{array}\right),
$$

where $B$ and $D$ are square matrices of order at least one. If no such permutation matrix exists, then $A$ is irreducible. If $A$ is a $1 \times 1$ complex matrix, then $A$ is irreducible if its single entry is nonzero and reducible otherwise.
Let $A$ be an irreducible nonnegative matrix. It is well known that there exists a positive vector $u$ such that $A u=\rho(A) u, u$ being called the right Perron eigenvector of $A$.

[^0]Denote by $Z_{n}$ the set of $n \times n$ real matrices all of whose off-diagonal entries are nonpositive. A matrix $A$ is called a nonsingular $M$-matrix (see [1]) if $A \in \mathrm{Z}_{n}$ and the inverse of $A$, denoted by $A^{-1}$, is nonnegative. $A$ is called an inverse $M$-matrix (see [1]) if $A$ is nonsingular and $A^{-1}$ is a nonsingular $M$-matrix. If $A$ is a nonsingular $M$-matrix, then there exists a positive eigenvalue of $A$ equal to $\tau(A)=\left[\rho\left(A^{-1}\right)\right]^{-1}$, where $\rho\left(A^{-1}\right)$ is the spectral radius of the nonnegative matrix $A^{-1} . \tau(A)=\min \{|\lambda|: \lambda \in \sigma(A)\}$ is called the minimum eigenvalue of $A$ (see [2]). The Perron-Frobenius theorem tells us that $\tau(A)$ is an eigenvalue of $A$ corresponding to a nonnegative eigenvector $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}$. If, in addition, $A$ is irreducible, then $\tau(A)$ is simple and $x>0$. If $D$ is the diagonal matrix of $A$ and $C=D-A$, then the spectral radius of the Jacobi iterative matrix $J_{A}=D^{-1} C$ of $A$ is denoted by $\rho\left(J_{A}\right)$ (see [3]).

For two matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right) \in \mathbb{C}^{m \times n}$, the Hadamard product of $A$ and $B$ is the matrices $A \circ B=\left(a_{i j} b_{i j}\right) \in \mathbb{C}^{m \times n}$. If $A \geq O$ and $B$ is a nonsingular $M$-matrix, then it is clear that $A \circ B^{-1} \geq O$ (see [1]).
Let $\zeta(A)$ represent the set of all simple circuits in the digraph $\Gamma(A)$ of $A$. Recall that a circuit of length $k$ in $\Gamma(A)$ is an ordered sequence $\gamma=\left(i_{1}, i_{2}, \ldots, i_{k+1}\right)$, where $i_{1}, i_{2}, \ldots, i_{k} \in N$ are all distinct, $i_{1}=i_{k+1}$. The set $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ is called the support of $\gamma$ and is denoted by $\bar{\gamma}$. The length of the circuit is denoted by $|\gamma|$ (see [4]).

For convenience, we employ the following notations throughout. Let $A=\left(a_{i j}\right) \in \mathbb{C}^{n \times n}$, we denote, for any $i, j \in N$,

$$
\begin{aligned}
& R_{i}(A)=R_{i}=\sum_{j=1, j \neq i}^{n}\left|a_{i j}\right|, \quad C_{i}(A)=C_{i}=\sum_{j=1, j \neq i}^{n}\left|a_{j i}\right|, \quad R_{i}^{\prime}(A)=R_{i}^{\prime}=\sum_{j=1}^{n} a_{i j} \\
& \sigma_{i}(A)=\sigma_{i}=\frac{R_{i}}{\left|a_{i i}\right|}, \quad \delta_{i}(A)=\delta_{i}=\frac{C_{i}}{\left|a_{i i}\right|} .
\end{aligned}
$$

Recall that $A=\left(a_{i j}\right) \in \mathbb{C}^{n \times n}$ is called diagonally dominant by rows (by columns) if $\sigma_{i} \leq 1$ ( $\delta_{i} \leq 1$, respectively) for all $i \in N$. If $\sigma_{i}<1\left(\delta_{i}<1\right)$ for all $i \in N$, we say that $A$ is a strictly diagonally dominant by rows (by columns, respectively) (see[1]).

## 2 Preliminaries

Lemma 2.1 [1] Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ be an inverse $M$-matrix, then $A \geq 0$.

Lemma 2.2 [5] Let $A=\left(a_{i j}\right) \in \mathbb{C}^{n \times n}$, then
(i) If $A$ is a strictly diagonally dominant matrix by rows, then $A^{-1}=\left(v_{i j}\right)_{n \times n}$ exists, and

$$
\left|v_{j i}\right| \leq \sigma_{j}\left|v_{i i}\right| \quad \text { for all } i \in N .
$$

(ii) If $A$ is a strictly diagonally dominant matrix by columns, then $A^{-1}=\left(v_{i j}\right)_{n \times n}$ exists, and

$$
\left|v_{i j}\right| \leq \delta_{j}\left|v_{i i}\right| \quad \text { for all } i \in N .
$$

Lemma 2.3 [6] Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ be an inverse M-matrix, let $A^{-1}=\left(v_{i j}\right)_{n \times n}$, then

$$
v_{i i}>\tau\left(A^{-1}\right)>0 \quad \text { for all } i \in N .
$$

Lemma 2.4 [7] Let $A=\left(a_{i j}\right)_{n \times n}$ be a nonnegative matrix, then

$$
\rho(A) \leq \frac{1}{2} \max _{i \neq j}\left\{a_{i i}+a_{j j}+\left[\left(a_{i i}+a_{j j}\right)^{2}+4 R_{i} R_{j}\right]^{\frac{1}{2}}\right\} .
$$

Lemma 2.5 [4] Let $A=\left(a_{i j}\right)_{n \times n}$ be a nonnegative matrix, and let $\zeta(A) \neq \phi$. Then for any diagonal matrix $D \in \mathbb{R}^{n \times n}$ with positive diagonal entries, we have

$$
\min _{\gamma \in \zeta(A)}\left[\prod_{i \in \bar{\gamma}} R_{i}^{\prime}\left(D^{-1} A D\right)\right]^{\frac{1}{|\gamma|}} \leq \rho(A) \leq \max _{\gamma \in \zeta(A)}\left[\prod_{i \in \bar{\gamma}} R_{i}^{\prime}\left(D^{-1} A D\right)\right]^{\frac{1}{|\gamma|}} .
$$

Lemma 2.6 [1] Let $A \in Z_{n}, A$ be a nonsingular $M$-matrix if and only if all its leading principal minors are positive.

Lemma 2.7 [8] Let $A=\left(a_{i j}\right) \in \mathbb{C}^{n \times n}$ and $x_{1}, x_{2}, \ldots, x_{n}$ be positive real numbers. Then all the eigenvalues of $A$ lie in the region

$$
\bigcup_{i=1}\left\{z \in C:\left|z-a_{i i}\right| \leq x_{i} \sum_{j=1, j \neq i}^{n} \frac{\left|a_{j i}\right|}{x_{j}}\right\} .
$$

Lemma 2.8 [9] Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ be a nonsingular M-matrix, then $0 \leq \tau(A) \leq a_{i i}$ for all $i \in N$.

## 3 Some upper bounds for the spectral radius of the Hadamard product of nonnegative matrices

In this section, we give some new upper bounds for $\rho(A \circ B)$, where $A$ and $B$ are nonnegative matrices.

In 2005, Cheng et al. [6] obtained the following result:
Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ be a nonnegative matrix, and let $B$ be an inverse $M$-matrix, $B^{-1}=$ $\left(w_{i j}\right)_{n \times n}$, then
(1) If $A$ is nilpotent, i.e., $\rho(A)=0$, then $\rho(A \circ B)=0$.
(2) If $A$ is not nilpotent, then

$$
\begin{equation*}
\rho(A \circ B) \leq \frac{\rho(A)}{\rho(B)} \max _{1 \leq i \leq n}\left[\left(\frac{a_{i i}}{\rho(A)}+w_{i i} \rho(B)-1\right) \frac{b_{i i}}{w_{i i}}\right] \leq \rho(A) \max _{1 \leq i \leq n} b_{i i} . \tag{1}
\end{equation*}
$$

Next, we present a new upper bound on $\rho(A \circ B)$, which improves the result in [6].

Theorem 3.1 Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ be a nonnegative matrix, and let $B$ be an inverse $M$ matrix, $B^{-1}=\left(w_{i j}\right)_{n \times n}$. Then

$$
\begin{aligned}
\rho(A \circ B) \leq & \max _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{i j} b_{i j}+\left[\left(a_{i i} b_{i i}-a_{j j} b_{i j}\right)^{2}\right.\right. \\
& \left.\left.+4 \frac{b_{i i} b_{i j}}{w_{i i} w_{j j}}\left[\rho(A)-a_{i i}\right]\left[\rho(A)-a_{j j}\right]\left[w_{i i}-\frac{1}{\rho(B)}\right]\left[w_{i j}-\frac{1}{\rho(B)}\right]\right]^{\frac{1}{2}}\right\} .
\end{aligned}
$$

Proof Case 1: If $A \circ B$ is irreducible, then $A$ and $B$ are irreducible, since $B$ is an inverse $M$-matrix, by Lemma 2.1 we know $B \geq O$, then by the Perron-Frobenius theorem, there exist two positive vectors $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)^{T}$ and $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)^{T}$ such that

$$
A u=\rho(A) u, \quad B^{T} v=\rho\left(B^{T}\right) v
$$

i.e.,

$$
a_{i i}+\sum_{j=1, j \neq i}^{n} \frac{a_{i j} u_{j}}{u_{i}}=\rho(A), \quad\left(B^{-1}\right)^{T} v=\frac{1}{\rho\left(\left(\left(B^{-1}\right)^{T}\right)^{-1}\right)} v=\tau\left(\left(B^{-1}\right)^{T}\right) v=\tau\left(B^{-1}\right) v
$$

Since $\tau\left(B^{-1}\right)=[\rho(B)]^{-1}>0$, from the above formula we have $\left(B^{-1}\right)^{T} v$ is a positive vector, then $C=V B^{-1}=\left(w_{i j} v_{i}\right)$ is a strictly diagonally dominant matrix by columns, where $V=$ $\operatorname{diag}\left(v_{1}, v_{2}, \ldots, v_{n}\right)$. Notice that $C^{-1}=B V^{-1}=\left(\frac{b_{i j}}{v_{j}}\right)_{n \times n}$, then by Lemma 2.2(ii), for $i \neq j$, we have

$$
\frac{b_{i j}}{v_{j}} \leq \frac{\sum_{k=1, k \neq j}^{n}\left|w_{k j}\right| v_{k}}{w_{j j} v_{j}} \frac{b_{i i}}{v_{i}}=\frac{-\sum_{k=1, k \neq j}^{n} w_{k j} v_{k}}{w_{i j} v_{j}} \frac{b_{i i}}{v_{i}}=\frac{\left(w_{j j}-\tau\left(B^{-1}\right)\right) v_{j}}{w_{j j} v_{j}} \frac{b_{i i}}{v_{i}} .
$$

Thus

$$
b_{i j} \leq \frac{\left(w_{j j}-\tau\left(B^{-1}\right)\right) v_{j} b_{i i}}{w_{j j} v_{i}}=\frac{b_{i i}}{v_{i}} g_{j} u_{j},
$$

where $g_{j}=\frac{\left(w_{j j}-\tau\left(B^{-1}\right)\right) v_{j}}{w_{j j} u_{j}}$. Let $G=\operatorname{diag}\left(g_{1}, g_{2}, \ldots, g_{n}\right)$, by Lemma 2.3 we have $G$ is a positive diagonal matrix and

$$
G(A \circ B) G^{-1}=\left(\begin{array}{cccc}
a_{11} b_{11} & \frac{g_{1} a_{12} b_{12}}{g_{2}} & \ldots & \frac{g_{1} a_{1 n} b_{1 n}}{g_{n}} \\
\frac{g_{2} a_{21} b_{21}}{g_{1}} & a_{22} b_{22} & \ldots & \frac{g_{2} 22_{2 n} b_{2 n}}{g_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{g_{n} a_{n 1} b_{n 1}}{g_{1}} & \frac{g_{n} a_{n 2} b_{n 2}}{g_{2}} & \cdots & a_{n n} b_{n n}
\end{array}\right) .
$$

Hence, $\rho(A \circ B)=\rho\left(G(A \circ B) G^{-1}\right)$, then by Lemma 2.4 we have

$$
\rho(A \circ B) \leq \max _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}+\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}+4 \sum_{k=1, k \neq i}^{n} \frac{g_{i} a_{i k} b_{i k}}{g_{k}} \sum_{k=1, k \neq j}^{n} \frac{g_{j} a_{j k} b_{j k}}{g_{k}}\right]^{\frac{1}{2}}\right\}
$$

and

$$
\begin{aligned}
& \sum_{k=1, k \neq i}^{n} \frac{g_{i} a_{i k} b_{i k}}{g_{k}} \sum_{k=1, k \neq j}^{n} \frac{g_{j} a_{j k} b_{j k}}{g_{k}} \\
& \leq\left(g_{i} \frac{b_{i i}}{v_{i}} \sum_{k=1, k \neq i}^{n} a_{i k} u_{k}\right)\left(g_{j} \frac{b_{j j}}{v_{j}} \sum_{k=1, k \neq j}^{n} a_{j k} u_{k}\right) \\
& \quad=g_{i} \frac{b_{i i}}{v_{i}}\left(\rho(A)-a_{i i}\right) u_{i} g_{j} \frac{b_{j j}}{v_{j}}\left(\rho(A)-a_{j j}\right) u_{j}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\left(w_{i i}-\tau\left(B^{-1}\right)\right) v_{i}}{w_{i i} u_{i}} \frac{b_{i i}}{v_{i}}\left(\rho(A)-a_{i i}\right) u_{i} \frac{\left(w_{j j}-\tau\left(B^{-1}\right)\right) v_{j}}{w_{j j} u_{j}} \frac{b_{i j}}{v_{j}}\left(\rho(A)-a_{i j}\right) u_{j} \\
& =\frac{b_{i i} b_{i j}}{w_{i i} w_{j j}}\left(\rho(A)-a_{i i}\right)\left(\rho(A)-a_{j j}\right)\left(w_{i i}-\tau\left(B^{-1}\right)\right)\left(w_{j j}-\tau\left(B^{-1}\right)\right) \\
& =\frac{b_{i i} b_{j j}}{w_{i i} w_{j j}}\left(\rho(A)-a_{i i}\right)\left(\rho(A)-a_{j j}\right)\left(w_{i i}-\frac{1}{\rho(B)}\right)\left(w_{i j}-\frac{1}{\rho(B)}\right) .
\end{aligned}
$$

Thus, from the above two inequalities, we have

$$
\begin{aligned}
\rho(A \circ B) \leq & \max _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{i j} b_{i j}+\left[\left(a_{i i} b_{i i}-a_{i j} b_{j j}\right)^{2}\right.\right. \\
& \left.\left.+4 \frac{b_{i i} b_{j j}}{w_{i i} w_{j j}}\left[\rho(A)-a_{i i}\right]\left[\rho(A)-a_{j j}\right]\left[w_{i i}-\frac{1}{\rho(B)}\right]\left[w_{i j}-\frac{1}{\rho(B)}\right]\right]^{\frac{1}{2}}\right\} .
\end{aligned}
$$

Case 2: If $A \circ B$ is reducible, then more than one of $A$ and $B$ is reducible. By Lemma 2.6 we know that all leading principal minors of $B^{-1}$ are positive. If we denote by $P=\left(p_{i j}\right)$ the $n \times n$ permutation matrix with $p_{12}=p_{23}=\cdots=p_{n-1, n}=p_{n, 1}=1$, the remaining $p_{i j}$ being zero, then, for any chosen positive real number $\varepsilon$, sufficiently small such that all the leading principal minors of $\left(B^{-1}-\varepsilon P\right)^{-1}$ are positive, then $A+\varepsilon P$ and $\left(B^{-1}-\varepsilon P\right)^{-1}$ are irreducible nonnegative matrix and irreducible inverse $M$-matrix, respectively. Now we substitute $A+\varepsilon P$ and $\left(B^{-1}-\varepsilon P\right)^{-1}$ for $A$ and $B$, respectively, in the previous case, and then letting $\varepsilon \rightarrow 0$, the result follows by continuity.

Remark 3.1 The upper bound in Theorem 3.1 is an improvement on Theorem 2 in [6]. We next give a simple comparison between the upper bound in Theorem 3.1 and the bound derived in (1). Without loss of generality, for $i \neq j$, assume that

$$
a_{i i} b_{i i}+\frac{b_{i i}}{w_{i i}}\left[\rho(A)-a_{i i}\right]\left[w_{i i}-\frac{1}{\rho(B)}\right] \geq a_{j j} b_{i j}+\frac{b_{i j}}{w_{i j}}\left[\rho(A)-a_{j j}\right]\left[w_{i j}-\frac{1}{\rho(B)}\right] .
$$

Thus, we can write the above equivalently as

$$
a_{i i} b_{i i}-a_{i j} b_{j j}+\frac{b_{i i}}{w_{i i}}\left[\rho(A)-a_{i i}\right]\left[w_{i i}-\tau\left(B^{-1}\right)\right] \geq \frac{b_{i j}}{w_{j j}}\left[\rho(A)-a_{j j}\right]\left[w_{j j}-\tau\left(B^{-1}\right)\right] .
$$

Thus, we have

$$
\begin{aligned}
& \left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}+4 \frac{b_{i i} b_{j j}}{w_{i i} w_{j j}}\left[\rho(A)-a_{i i}\right]\left[\rho(A)-a_{i j}\right]\left[w_{i i}-\frac{1}{\rho(B)}\right]\left[w_{i j}-\frac{1}{\rho(B)}\right] \\
& \quad \leq\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}+4 \frac{b_{i i}}{w_{i i}}\left[\rho(A)-a_{i i}\right]\left[w_{i i}-\tau\left(B^{-1}\right)\right]\left(a_{i i} b_{i i}-a_{i j} b_{j j}\right) \\
& \quad+4\left[\frac{b_{i i}}{w_{i i}}\left[\rho(A)-a_{i i}\right]\left[w_{i i}-\tau\left(B^{-1}\right)\right]\right]^{2} \\
& \quad=\left(a_{i i} b_{i i}-a_{j j} b_{j j}+2 \frac{b_{i i}}{w_{i i}}\left[\rho(A)-a_{i i}\right]\left[w_{i i}-\tau\left(B^{-1}\right)\right]\right)^{2} .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\rho(A \circ B) \leq & \max _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{i j} b_{j j}+\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}\right.\right. \\
& \left.\left.+4 \frac{b_{i i} b_{i j}}{w_{i i} w_{j j}}\left[\rho(A)-a_{i i}\right]\left[\rho(A)-a_{j j}\right]\left[w_{i i}-\frac{1}{\rho(B)}\right]\left[w_{j j}-\frac{1}{\rho(B)}\right]\right]^{\frac{1}{2}}\right\} \\
\leq & \max _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{i j} b_{j j}+a_{i i} b_{i i}-a_{j j} b_{j j}\right. \\
& \left.+2 \frac{b_{i i}}{w_{i i}}\left[\rho(A)-a_{i i}\right]\left[w_{i i}-\tau\left(B^{-1}\right)\right]\right\} \\
= & \max _{1 \leq i \leq n} \frac{1}{2}\left\{2 a_{i i} b_{i i}+2 \frac{b_{i i}}{w_{i i}}\left[\rho(A)-a_{i i}\right]\left[w_{i i}-\tau\left(B^{-1}\right)\right]\right\} \\
= & \max _{1 \leq i \leq n}\left\{a_{i i} b_{i i}+\frac{b_{i i}}{w_{i i}}\left[\rho(A)-a_{i i}\right]\left[w_{i i}-\tau\left(B^{-1}\right)\right]\right\} \\
= & \rho(A) \tau\left(B^{-1}\right) \max _{1 \leq i \leq n}\left[\left(\frac{a_{i i}}{\rho(A)}+\frac{w_{i i}}{\tau\left(B^{-1}\right)}-1\right) \frac{b_{i i}}{w_{i i}}\right] \\
= & \frac{\rho(A)}{\rho(B)} \max _{1 \leq i \leq n}\left[\left(\frac{a_{i i}}{\rho(A)}+w_{i i} \rho(B)-1\right) \frac{b_{i i}}{w_{i i}}\right] .
\end{aligned}
$$

This shows that Theorem 3.1 in this paper is an improvement on Theorem 2 in [6].

Example 3.1 Let

$$
A=\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 2 & 1 \\
1 & 1 & 3
\end{array}\right), \quad B=\left(\begin{array}{lll}
1.2 & 0.4 & 0.4 \\
0.4 & 1.2 & 0.4 \\
0.4 & 0.4 & 1.2
\end{array}\right)
$$

where $A$ is a nonnegative matrix and $B$ is an inverse $M$-matrix. By Theorem 2 in [6], we have

$$
\rho(A \circ B) \leq 4.3285 .
$$

By Theorem 3.1 in this paper, we get

$$
\rho(A \circ B) \leq 4.1524 \text {. }
$$

The example shows that the bound in Theorem 3.1 is better than the existing bound in Theorem 2 in [6]. In fact, $\rho(A \circ B)=3.8178$.

Theorem 3.2 Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ and $B=\left(b_{i j}\right) \in \mathbb{R}^{n \times n}$ be nonnegative matrices, then

$$
\begin{aligned}
\rho(A \circ B) \leq & \max _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{i j} b_{i j}+\left[\left(a_{i i} b_{i i}-a_{i j} b_{i j}\right)^{2}\right.\right. \\
& \left.\left.+4\left[\alpha_{i} \alpha_{j} \beta_{i} \beta_{j}\left(\rho(A)-a_{i i}\right)\left(\rho(A)-a_{j j}\right)\left(\rho(B)-b_{i i}\right)\left(\rho(B)-b_{j j}\right)\right]^{\frac{1}{2}}\right]^{\frac{1}{2}}\right\},
\end{aligned}
$$

where $\alpha_{i}=\max _{k \neq i}\left\{\left|a_{i k}\right|\right\}, \beta_{i}=\max _{k \neq i}\left\{\left|b_{i k}\right|\right\}(i \in N)$.

Proof It is easy to see that conclusion in Theorem 3.2 holds with equality for $n=1$. Next, we assume that $n \geq 2$. Two cases will be discussed in the following.

Case 1: If $A \circ B$ is irreducible, then $A$ and $B$ are irreducible. Since $A \geq O$ and $B \geq O$, then there exist two positive vectors $t=\left(t_{1}^{2}, t_{2}^{2}, \ldots, t_{n}^{2}\right)^{T}$ and $f=\left(f_{1}^{2}, f_{2}^{2}, \ldots, f_{n}^{2}\right)^{T}$ such that

$$
A t=\rho(A) t, \quad B f=\rho(B) f .
$$

Hence, we have

$$
\sum_{j=1, j \neq i}^{n} a_{i j} t_{j}^{2}=\left[\rho(A)-a_{i i}\right] t_{i}^{2}, \quad \sum_{j=1, j \neq i}^{n} b_{i j} f_{j}^{2}=\left[\rho(B)-b_{i i}\right] f_{i}^{2}
$$

Let $\alpha_{i}=\max _{k \neq i}\left\{\left|a_{i k}\right|\right\}$ and $\beta_{i}=\max _{k \neq i}\left\{\left|b_{i k}\right|\right\}$ for all $i \in N$. Define a positive diagonal matrix $W=\operatorname{diag}\left(t_{1} f_{1}, t_{2} f_{2}, \ldots, t_{n} f_{n}\right)$, then

$$
W^{-1}(A \circ B) W=\left(\begin{array}{cccc}
a_{11} b_{11} & \frac{a_{12} b_{12} t_{2} f_{2}}{t_{1} f_{1}} & \ldots & \frac{a_{1 n} b_{1 n} t_{n} f_{n}}{t_{1} f_{1}} \\
\frac{a_{21} b_{21} t_{1} f_{1} f_{1}}{t_{2} f_{2}} & a_{22} b_{22} & \ldots & \frac{a_{2 n} b_{n} t_{n} f_{n}}{t_{2} f_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{a_{n 1} b_{n 1} t_{1} f_{1}}{t_{n} f_{n}} & \frac{a_{n 2} b_{n 2} t_{2} f_{2}}{t_{n} f_{n}} & \cdots & a_{n n} b_{n n}
\end{array}\right) .
$$

Since $\rho(A \circ B)=\rho\left(W^{-1}(A \circ B) W\right)$, let $C=W^{-1}(A \circ B) W$, then $C$ is a nonnegative matrix, by Lemma 2.4 we have

$$
\begin{aligned}
\rho(A \circ B) \leq & \max _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{i j} b_{j j}\right. \\
& \left.+\left[\left(a_{i i} b_{i i}-a_{j j} b_{i j}\right)^{2}+4 \sum_{k=1, k \neq i}^{n} \frac{a_{i k} b_{i k} t_{k} f_{k}}{t_{i} f_{i}} \sum_{k=1, k \neq j}^{n} \frac{a_{j k} b_{j k} t_{k} f_{k}}{t_{j} f_{j}}\right]^{\frac{1}{2}}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{k=1, k \neq i}^{n} \frac{a_{i k} b_{i k} t_{k} f_{k}}{t_{i} f_{i}} \sum_{k=1, k \neq j}^{n} \frac{a_{j k} b_{j k} t_{k} f_{k}}{t_{j} f_{j}} \\
& \quad \leq\left(\sum_{k=1, k \neq i}^{n} \frac{a_{i k}^{2} t_{k}^{2}}{t_{i}^{2}}\right)^{\frac{1}{2}}\left(\sum_{k=1, k \neq i}^{n} \frac{b_{i k}^{2} f_{k}^{2}}{f_{i}^{2}}\right)^{\frac{1}{2}}\left(\sum_{k=1, k \neq j}^{n} \frac{a_{j k}^{2} t_{k}^{2}}{t_{j}^{2}}\right)^{\frac{1}{2}}\left(\sum_{k=1, k \neq j}^{n} \frac{b_{j k}^{2} f_{k}^{2}}{f_{j}^{2}}\right)^{\frac{1}{2}} \\
& \quad \leq\left[\left(\alpha_{i} \alpha_{j} \beta_{i} \beta_{j}\right)\left(\sum_{k=1, k \neq i}^{n} \frac{a_{i k} t_{k}^{2}}{t_{i}^{2}}\right)\left(\sum_{k=1, k \neq i}^{n} \frac{b_{i k} f_{k}^{2}}{f_{i}^{2}}\right)\left(\sum_{k=1, k \neq j}^{n} \frac{a_{j k} t_{k}^{2}}{t_{j}^{2}}\right)\left(\sum_{k=1, k \neq j}^{n} \frac{b_{j k} f_{k}^{2}}{f_{j}^{2}}\right)\right]^{\frac{1}{2}} \\
& \quad=\left[\left(\alpha_{i} \alpha_{j} \beta_{i} \beta_{j}\right)\left(\rho(A)-a_{i j}\right)\left(\rho(B)-b_{i j}\right)\left(\rho(A)-a_{j j}\right)\left(\rho(B)-b_{j j}\right)\right]^{\frac{1}{2}} .
\end{aligned}
$$

Thus, from the above two inequalities, we have

$$
\begin{aligned}
\rho(A \circ B) \leq & \max _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{i j} b_{j j}+\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}\right.\right. \\
& \left.\left.+4\left[\alpha_{i} \alpha_{j} \beta_{i} \beta_{j}\left(\rho(A)-a_{i i}\right)\left(\rho(A)-a_{j j}\right)\left(\rho(B)-b_{i i}\right)\left(\rho(B)-b_{j j}\right)\right]^{\frac{1}{2}}\right]^{\frac{1}{2}}\right\} .
\end{aligned}
$$

Case 2: If $A \circ B$ is reducible, then more than one of $A$ and $B$ is reducible. If we denote by $P=\left(p_{i j}\right)$ the $n \times n$ permutation matrix with $p_{12}=p_{23}=\cdots=p_{n-1, n}=p_{n, 1}=1$, the remaining $p_{i j}$ being zero, then, for any chosen positive real number $\varepsilon$, sufficiently small such that $A+\varepsilon P$ and $B+\varepsilon P$ are irreducible nonnegative matrices. Now we substitute $A+\varepsilon P$ and $B+\varepsilon P$ for $A$ and $B$, respectively, in the previous case, and then letting $\varepsilon \rightarrow 0$, the result follows by continuity.

Example 3.2 [10] Let

$$
A=\left(\begin{array}{cccc}
4 & 1 & 0 & 2 \\
1 & 0.05 & 1 & 1 \\
0 & 1 & 4 & 0.5 \\
1 & 0.5 & 0 & 4
\end{array}\right), \quad B=\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1
\end{array}\right) .
$$

It is easy to verify that $A$ and $B$ are nonnegative matrices. By Theorem 4 in [11], we have

$$
\rho(A \circ B) \leq 17.1017
$$

By Theorem 4 in [10], we have

$$
\rho(A \circ B) \leq 11.6478
$$

By Theorem 3.2 in this paper, we get

$$
\rho(A \circ B) \leq 6.7123
$$

The example shows that the bound in Theorem 3.2 is better than the existing bounds in Theorem 4 in [11] and Theorem 4 in [10] in some cases. In fact, $\rho(A \circ B)=5.7339$.

In 2013, Guo et al. [9] obtained the following result:
Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}, B=\left(b_{i j}\right) \in \mathbb{R}^{n \times n}$ be nonnegative matrices, then

$$
\begin{equation*}
\rho(A \circ B) \leq \max _{1 \leq i \leq n}\left\{a_{i i} b_{i i}+s_{i} \sum_{j=1, j \neq i}^{n} \frac{b_{j i}}{m_{j}}\right\}, \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
& r_{l i}=\frac{\left|a_{l i}\right|}{\left|a_{l l}\right|-\sum_{k=1, k \neq l, i}^{n}\left|a_{l k}\right|} \quad(l \neq i), \quad r_{i}=\max _{l \neq i}\left\{r_{l i}\right\} \quad(i \in N), \\
& s_{j i}=\left|a_{j i}\right| m_{j}, \quad m_{j}=\left\{\begin{array}{ll}
r_{j} & \text { if } r_{j} \neq 0, \\
1 & \text { if } r_{j}=0,
\end{array} \quad s_{j}=\max _{j \neq i}\left\{s_{j i}\right\} \quad(i, j \in N) .\right.
\end{aligned}
$$

But the result in the above formula does not apply for all spectral radius of the Hadamard product of nonnegative matrices. There is a counterexample as follows.

Example 3.3 Let

$$
A=\left(\begin{array}{lll}
6 & 4 & 4 \\
4 & 2 & 4 \\
4 & 4 & 2
\end{array}\right), \quad B=\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right)
$$

It is easy to verify that $A$ and $B$ are nonnegative matrices. By Theorem 2.1 in [9], we have

$$
\rho(A \circ B) \leq \max _{1 \leq i \leq n}\left\{a_{i i} b_{i i}+s_{i} \sum_{j=1, j \neq i}^{n} \frac{b_{j i}}{m_{j}}\right\}=2 .
$$

But in fact, $\rho(A \circ B)=11.6569$. So inequality in (2) does not hold in this example. Thus the upper bound in (2) does not apply for all spectral radius of the Hadamard product of nonnegative matrices. Since the proof in Theorem 2.1 in [9], i.e., mainly applied Lemma 2.7, and $r_{l i}<0(l \neq i)$ when $\left|a_{l l}\right|-\sum_{k=1, k \neq l, i}^{n}\left|a_{l k}\right|<0$, which does not confirm that conditions $x_{1}, x_{2}, \ldots, x_{n}$ are positive in Lemma 2.7.

Next, we present a new upper bound on $\rho(A \circ B)$, which improves the result in (2).

Theorem 3.3 Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ and $B=\left(b_{i j}\right) \in \mathbb{R}^{n \times n}$ be nonnegative matrices, related expressions the same as to (2), if $r_{i} \geq 0$ for all $i \in N$, then

$$
\rho(A \circ B) \leq \max _{\gamma \in \zeta(A \circ B)}\left[\prod_{i \in \bar{\gamma}}\left(a_{i i} b_{i i}+s_{i} \sum_{j=1, j \neq i}^{n} \frac{b_{j i}}{m_{j}}\right)\right]^{\frac{1}{|\gamma|}} .
$$

Proof Case 1: If $A \circ B$ is irreducible, then $A$ and $B$ are irreducible, since $\rho(A \circ B)=\rho((A \circ$ $\left.B)^{T}\right)$. Let $S=\operatorname{diag}\left(s_{1}, s_{2}, \ldots, s_{n}\right)$, then $S$ is a positive diagonal matrix, then

$$
\begin{aligned}
R_{i}^{\prime}\left(S^{-1}(A \circ B)^{T} S\right) & =a_{i i} b_{i i}+s_{i} \sum_{j=1, j \neq i}^{n} \frac{a_{j i} b_{j i}}{s_{j}} \\
& \leq a_{i i} b_{i i}+s_{i} \sum_{j=1, j \neq i}^{n} \frac{a_{j i} b_{j i}}{\left|a_{j i}\right| m_{j}} \\
& =a_{i i} b_{i i}+s_{i} \sum_{j=1, j \neq i}^{n} \frac{b_{j i}}{m_{j}}
\end{aligned}
$$

By Lemma 2.5, we have

$$
\rho(A \circ B)=\rho\left((A \circ B)^{T}\right) \leq \max _{\gamma \in \zeta(A \circ B)}\left[\prod_{i \in \bar{\gamma}}\left(a_{i i} b_{i i}+s_{i} \sum_{j=1, j \neq i}^{n} \frac{b_{j i}}{m_{j}}\right)\right]^{\frac{1}{|\gamma|}} .
$$

Case 2: If $A \circ B$ is reducible, then more than one of $A$ and $B$ is reducible. If we denote by $P=\left(p_{i j}\right)$ the $n \times n$ permutation matrix with $p_{12}=p_{23}=\cdots=p_{n-1, n}=p_{n, 1}=1$, the remaining $p_{i j}$ being zero, then, for any chosen positive real number $\varepsilon$, sufficiently small such that $A+\varepsilon P$ and $B+\varepsilon P$ are irreducible nonnegative matrices. Now we substitute $A+\varepsilon P$ and
$B+\varepsilon P$ for $A$ and $B$, respectively, in the previous case, and then letting $\varepsilon \rightarrow 0$, the result follows by continuity.

Remark 3.2 The upper bound in Theorem 3.3 is an improvement on Theorem 2.1 in [9]. We next give a simple comparison between the upper bound in Theorem 3.3 and the bound in (2). In fact, it is easy to see

$$
\begin{aligned}
\rho(A \circ B) & \leq \max _{\gamma \in \zeta(A \circ B)}\left[\prod_{i \in \bar{\gamma}}\left(a_{i i} b_{i i}+s_{i} \sum_{j=1, j \neq i}^{n} \frac{b_{j i}}{m_{j}}\right)\right]^{\frac{1}{|\gamma|}} \\
& \leq \max _{\gamma \in \zeta(A \circ B)}\left[\prod_{i \in \bar{\gamma}} \max _{1 \leq i \leq n}\left(a_{i i} b_{i i}+s_{i} \sum_{j=1, j \neq i}^{n} \frac{b_{j i}}{m_{j}}\right)\right]^{\frac{1}{|\gamma|}} \\
& =\max _{1 \leq i \leq n}\left(a_{i i} b_{i i}+s_{i} \sum_{j=1, j \leq i}^{n} \frac{b_{j i}}{m_{j}}\right) .
\end{aligned}
$$

This shows that Theorem 3.3 is an improvement on Theorem 2.1 in [9].

Example 3.4 [9] Let

$$
A=\left(\begin{array}{llll}
4 & 1 & 1 & 1 \\
2 & 5 & 1 & 1 \\
0 & 2 & 4 & 1 \\
1 & 1 & 1 & 4
\end{array}\right), \quad B=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
1 & 3 & 2 & 0 \\
0 & 1 & 4 & 3 \\
0 & 0 & 1 & 5
\end{array}\right) .
$$

It is easy to verify that $A$ and $B$ are nonnegative matrices and $r_{i}>0$ for all $i \in N$. By Theorem 4 in [9], we have

$$
\rho(A \circ B) \leq 25.5364
$$

By Theorem 4 in [10], we have

$$
\rho(A \circ B) \leq 25.3644 .
$$

By Theorem 2.1 in [9], we have

$$
\rho(A \circ B) \leq 24
$$

By Theorem 2.2 in [9], we have

$$
\rho(A \circ B) \leq 22.1633 .
$$

By Theorem 3.3 in this paper, we get

$$
\rho(A \circ B) \leq 21.9773
$$

The example shows that the bound in Theorem 3.3 is better than the existing bounds in Theorem 4 in [11], Theorem 4 in [10] and Theorems 2.1, 2.2 in [9]. In fact, $\rho(A \circ B) \leq$ 20.7439.

## 4 Upper and lower bounds for the spectral radius of $J_{A}$

In 2008, Huang [2] obtained the following result:
Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ be a nonsingular $M$-matrix, then

$$
\begin{equation*}
\min _{1 \leq i \leq n}\left(1-\frac{\tau(A)}{a_{i i}}\right) \leq \rho\left(J_{A}\right) \leq \max _{1 \leq i \leq n}\left(1-\frac{\tau(A)}{a_{i i}}\right) . \tag{3}
\end{equation*}
$$

In 2010, Liu et al. [3] improved the bounds in (3) and obtained the following result:
Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ be an irreducible nonsingular $M$-matrix, then

$$
\begin{equation*}
\min _{i \neq j} \sqrt{\left(1-\frac{\tau(A)}{a_{i i}}\right)\left(1-\frac{\tau(A)}{a_{j j}}\right)} \leq \rho\left(J_{A}\right) \leq \max _{i \neq j} \sqrt{\left(1-\frac{\tau(A)}{a_{i i}}\right)\left(1-\frac{\tau(A)}{a_{j j}}\right)} . \tag{4}
\end{equation*}
$$

Next, we present some new upper and lower bounds for $\rho\left(J_{A}\right)$, the bounds improved the results in (3) and (4).

Theorem 4.1 Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ be a nonsingular $M$-matrix, then

$$
\min _{\gamma \in \zeta\left(J_{A}\right)}\left[\prod_{i \in \bar{\gamma}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{|\gamma|}} \leq \rho\left(J_{A}\right) \leq \max _{\left.\gamma \in \zeta J_{A}\right)}\left[\prod_{i \in \bar{\gamma}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{|\gamma|}} .
$$

Proof Case 1: If $A$ is an irreducible nonsingular $M$-matrix, then $A^{-1}>0$, then there exists a positive vector $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)^{T}$ such that $A u=\tau(A) u$. Thus, for all $i \in N$, we have

$$
\tau(A)=\frac{\sum_{j=1}^{n} a_{i j} u_{j}}{u_{i}}
$$

i.e.,

$$
a_{i i}-\tau(A)=\frac{\sum_{j=1, j \neq i}^{n}\left|a_{i j}\right| u_{j}}{u_{i}} .
$$

Let $U=\operatorname{diag}\left(u_{1}, u_{2}, \ldots, u_{n}\right)$, then $U$ is a positive diagonal matrix, then

$$
R_{i}^{\prime}\left(U^{-1} J_{A} U\right)=\frac{\sum_{j=1, j \neq i}^{n}\left|a_{i j}\right| u_{j}}{a_{i i} u_{i}}=1-\frac{\tau(A)}{a_{i i}} .
$$

By Lemma 2.5, we have

$$
\min _{\gamma \in \zeta\left(J_{A}\right)}\left[\prod_{i \in \bar{\gamma}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\left\lvert\, \frac{1}{|\gamma|}\right.} \leq \rho\left(J_{A}\right) \leq \max _{\left.\gamma \in \zeta J_{A}\right)}\left[\prod_{i \in \bar{\gamma}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{|\gamma|}} .
$$

Case 2: If $A$ is reducible, by Lemma 2.6 we know that all leading principal minors of $A$ are positive. If we denote by $P=\left(p_{i j}\right)$ the $n \times n$ permutation matrix with $p_{12}=p_{23}=\cdots=$ $p_{n-1, n}=p_{n, 1}=1$, the remaining $p_{i j}$ being zero, then, for any chosen positive real number $\varepsilon$, sufficiently small such that all the leading principal minors of $A-\varepsilon P$ are positive, $A-\varepsilon P$ is an irreducible nonsingular $M$-matrix. Now we substitute $A-\varepsilon P$ for $A$ in the previous case, and then letting $\varepsilon \rightarrow 0$, the result follows by continuity.

Remark 4.1 The bounds in Theorem 4.1 are sharper than those in Theorem 1 in [2]. In fact, by Lemma 2.8, we have $1-\frac{\tau(A)}{a_{i i}} \geq 0$ for all $i \in N$, then

$$
\begin{aligned}
\rho\left(J_{A}\right) & \leq \max _{\left.\gamma \in \zeta J_{A}\right)}\left[\prod_{i \in \bar{\gamma}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{|\gamma|}} \\
& \leq \max _{\left.\gamma \in \zeta U_{A}\right)}\left[\prod_{i \in \bar{\gamma}} \max _{1 \leq i \leq n}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{|\gamma|}}=\max _{1 \leq i \leq n}\left(1-\frac{\tau(A)}{a_{i i}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\rho\left(J_{A}\right) & \geq \min _{\left.\gamma \in \zeta J_{A}\right)}\left[\prod_{i \in \bar{\gamma}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{|\gamma|}} \\
& \geq \min _{\left.\gamma \in \zeta J_{A}\right)}\left[\prod_{i \in \bar{\gamma}} \min _{1 \leq i \leq n}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{|\gamma|}}=\min _{1 \leq i \leq n}\left(1-\frac{\tau(A)}{a_{i i}}\right) .
\end{aligned}
$$

This shows that Theorem 4.1 is an improvement on Theorem 1 in [2]. The bounds in Theorem 4.1 are sharper than the bounds derived in Theorem 1 in [3]. Without loss of generality, assume that two circuits $\gamma^{\prime}: h_{1} \rightarrow h_{2} \rightarrow \cdots \rightarrow h_{k} \rightarrow h_{1}(k \geq 2)$ and $\xi^{\prime}: z_{1} \rightarrow$ $z_{2} \rightarrow \cdots \rightarrow z_{t} \rightarrow z_{1}(t \geq 2)$ in $J_{A}$ such that

$$
\left[\prod_{i=h_{1}}^{h_{k}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{k}}=\max _{\gamma \in \zeta\left(J_{A}\right)}\left[\prod_{i \in \bar{\gamma}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{|\gamma|}}
$$

and

$$
\left[\prod_{i=z_{1}}^{z_{t}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{t}}=\min _{\gamma \in \zeta\left(U_{A}\right)}\left[\prod_{i \in \bar{\gamma}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{|\gamma|}}
$$

respectively. Since

$$
\begin{aligned}
{\left[\prod_{i=h_{1}}^{h_{k}}\left(1-\frac{\tau(A)}{a_{i i}}\right)^{2}\right]^{\frac{1}{k}}=} & {\left[\left(1-\frac{\tau(A)}{a_{h_{1} h_{1}}}\right)\left(1-\frac{\tau(A)}{a_{h_{2} h_{2}}}\right) \cdots\left(1-\frac{\tau(A)}{a_{h_{k-1} h_{k-1}}}\right)\right.} \\
& \left.\times\left(1-\frac{\tau(A)}{a_{h_{k} h_{k}}}\right)\left(1-\frac{\tau(A)}{a_{h_{k} h_{k}}}\right)\left(1-\frac{\tau(A)}{a_{h_{1} h_{1}}}\right)\right]^{\frac{1}{k}} \\
\leq & \left\{\left[\max _{i \neq j}\left(1-\frac{\tau(A)}{a_{i i}}\right)\left(1-\frac{\tau(A)}{a_{j j}}\right)\right]^{k}\right\}^{\frac{1}{k}} \\
= & \max _{i \neq j}\left(1-\frac{\tau(A)}{a_{i i}}\right)\left(1-\frac{\tau(A)}{a_{j j}}\right),
\end{aligned}
$$

then

$$
\max _{\gamma \in \zeta\left(U_{A}\right)}\left[\prod_{i \in \bar{\gamma}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{|\gamma|}} \leq \max _{i \neq j} \sqrt{\left(1-\frac{\tau(A)}{a_{i i}}\right)\left(1-\frac{\tau(A)}{a_{j j}}\right)} .
$$

Similarly, we can prove that

$$
\min _{\left.\gamma \in \zeta J_{A}\right)}\left[\prod_{i \in \bar{\gamma}}\left(1-\frac{\tau(A)}{a_{i i}}\right)\right]^{\frac{1}{|\gamma|}} \geq \min _{i \neq j} \sqrt{\left(1-\frac{\tau(A)}{a_{i i}}\right)\left(1-\frac{\tau(A)}{a_{j j}}\right)} .
$$

This shows that Theorem 4.1 is an improvement on Theorem 1 in [3].

## Example 4.1 Let

$$
A=\left(\begin{array}{ccc}
2 & -1 & -1 \\
-2 & 3 & 0 \\
-1 & 0 & 4
\end{array}\right) .
$$

It is easy to verify that $A$ is a nonsingular $M$-matrix. By Theorem 1 in [2], we have

$$
0.6072 \leq \rho\left(J_{A}\right) \leq 0.8036
$$

By Theorem 1 in [3], we have

$$
0.6694 \leq \rho\left(J_{A}\right) \leq 0.7701
$$

By Theorem 4.1 in this paper, we get

$$
0.6694 \leq \rho\left(J_{A}\right) \leq 0.6985
$$

The example shows that the bounds in Theorem 4.1 are better than the existing bounds in Theorem 1 in [2] and Theorem 1 in [3]. In fact, $\rho\left(J_{A}\right)=0.6770$.
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