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1 Introduction
Hardy’s inequality in its original continuous form reads (see [1, 2]): If f is non-negative

and p-integrable over (0, c0), then

*© ¥ p p poo
/0 (i/of()’)dy> a’xf(ﬁ) /0 P)ydx, psl. L)

In 1928 Hardy himself (see [3]) proved the first weighted version of (1.1), namely that the

following inequality

/ ( /f()/)dy)xdx<(p_1 a) / P () dx 12)

holds for all measurable and non-negative functions f on (0, c0), whenevera < p-1,p > 1.
The constant C = (pfl’fa
about Hardy-type inequalities, see, e.g., the books [4, 5] and the references given there. In

.2) is sharp. There exists nowadays a lot of information

particular, in these books it is pointed out that such inequalities are specially important for
a great variety of applications, e.g., to the theory of function spaces, interpolation theory,
approximation theory, partial differential equations, etc.

However, there exist very few Hardy-type inequalities with sharp constant in the limit
case and when the interval (0, 00) is replaced by a finite interval (0, £), £ < co. We continue
by giving two such examples, where the first one (Bennett’s inequalities) also has direct

applications, e.g., to interpolation theory (see Remark 1.1 below).
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Proposition A Let o > 0,1 < p < 0o and f be a non-negative and measurable function on
[0,1]. Then

p
( / [log(e/»)]*”” ( / f(y)dy) d")
1 1/p
50:1( |+ ogters) " ) ) , 1.3)
0

and

—a Pd
( / [log(e/x)] ™" 1( / f(y)dy> x)
1 1/
<a™ </ #[log(e/x)] ™" P () = > ’ (1.4)
0

with the usual modification if p = co.

Proof The proof is given in [6] for 1 < p < co. For completeness we present a short proof
for p = co. We consider first (1.3).
We have that

* d
/Of(t)dtf (Osigxtlog““(;)f(t))/ log™ 1*“)(t> tt.

After a change of variable and easy calculations, we get that

(log ) / fOdt <a Osigtlogl“’(;)f(t)

and, hence,
sup (log ) / f@)dt <a™' sup xlog!™® (E)f(x). (1.5)
0<x<1 O<x<1 X

In the same way we can prove the inequality corresponding to p = oo in (1.4),
sup <log ) / f)dt <a™' sup xlog™ (E)j(x). (1.6)
0<x<1 0<x<1 X

d

Remark 1.1 This result is due to Bennett [6]. He derived it as an important tool when
he described the intermediate spaces between L and Llog" L with the Peetre real (K-)
method. This result was later on completed and applied in various ways in, e.g., [7-9]. In
fact, the constant ! in both (1.3) and (1.4) is sharp. This was not pointed out in [6], but
it is a consequence of our Theorem 2.3.

Next we note that a local variant of (1.2) reads: If 0 < £ < 00, a < p—1, p > 1, then

/ < /f(y)dy) x dx<< ) /f”(x)x dx. w7
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However, this inequality is not best possible, but also a ‘sharp’ variant of this inequality is

known.

Proposition B Let 0 < ¢ <oo,p>1,a<p -1 and f be a non-negative and measurable
function on [0,£). Then

[ f@)dy)m( Y (i ()T )

The constant C = ( — )P is sharp.

Remark 1.2 Inequality (1.8) was proved in [10] (see also [11]) and independently in [12]
(for an elementary proof and some further results, see also [13]). Another elementary proof
of (1.8) can be found in the recent paper [14]. This proof shows, in particular, that (1.8)
holds also for p < 0 (here we must assume that f > 0 a.e.) and that (1.8) is in fact equivalent
to the basic inequality

/02(1 /xg(”dy)% <1 /Z p(x)(l—z)%

(which holds by Jensen’s inequality) and also to a number of other Hardy-type inequalities
(see Theorem 1.3 in [14]).

In Section 2 of this paper, we prove a refined version of Proposition A, where all in-
volved constants are sharp (see Theorem 2.3 which, in particular, shows that the constant
C = o7! in Proposition A is sharp in both (1.1) and (1.2)). Up to our knowledge, there is
not known any other Hardy-type inequalities with this property. The method of proof is
completely different from that in [6] and is based on a convexity argument (see Lemma 2.1
and Remark 2.2).

In Section 3 we present some further results and remarks. In particular, we use the idea
from the proof of Theorem 2.1 in [14] to derive a sharp inequality of the same type as
those in Proposition A (see Proposition 3.3 and Example 3.6) and compare these results.
Also in this case the proof is based on a convexity argument. Moreover, we discuss the
connections between the results above (e.g, that Proposition A is in a sense almost a limit
case of Proposition B when a = p —1 and « = 1/p). All inequalities we derive are sharp but
the optimal test functions are different. Therefore, we can in particular formulate another

strict improvement of Proposition A (see, e.g., Remark 3.5 and Example 3.6).

2 Arefinement of Proposition A
The following well-known lemma of independent interest will be used in the proof of
Theorem 2.3.

Lemma 2.1 It yields that

W-ph+p-1 =0 Fp=1 (2.1)
<0 if0<p<l

forall h > 0. Equality holds if and only if h = 1.
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Remark 2.2 The crucial inequality (2.1) is called ‘a fundamental relationship’ in the book
[15] (p.12). Two proofs are pointed out in this book. Another proof follows by observing
that y(x) = x” is convex for p > 1 or p < 0 and concave for 0 < p <1, and that the equation
of the tangent at the point x = 1is y = px — p + 1. In the general case, the tangent will be y =

W'(1)x+ W (1) — W' (1), which implies a generalization of (2.1), when W(x) is convex/concave.
The main result in this section is a refinement and extension of Proposition A.

Theorem 2.3 Let «,p > 0 and f be a non-negative and measurable function on [0,1].
(@) Ifp>1, then

a”l( f(x)dx)pﬂxp f [log(e/x)]* ( / f)dy )de

< / 1xp[1og(e/x)](“"‘)”*1ﬂ(x)@ (2.2)
0

X

and

o 1( / flx dx)p ro? fo 1[1og elx)] ( / ) dy)p dx

1
< [ #logterm]" % 23)
0

Both constants a?! and of in (2.2) and (2.3) are sharp. Equality is never attained
unless f is identically zero.
b) If0 < p <1, then both (2.2) and (2.3) hold in the reverse direction and the constants
in both inequalities are sharp. Equality is never attained unless f is identically zero.
(c) Ifp =1 we have equality in (2.2) and (2.3) for any measurable function f and any

a>0.

Proof (a) Let p > 1. Suppose that f is a continuous function and define for x € (0,1] the

function

F(x;a,p) : /)f log( e/y)lwp fp(y

_ap/ (log(e/y) ap 1(/ fs)ds> b —of” 1(log(e/x) ap(/ f(y)dy)p.

Differentiation gives that

iF(x'ot p)= (log(e/ac))oqy_l . l(ot /xf(s) ds)p[hp(x'a) —ph(x;a) +p - 1]
dx x 0 ’ ’

with

x(log(e/x))f (x) '

h(x;a) := . fgf()/)d
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Thus, according to Lemma 2.1, we have that %F (wa,p) >0, i.e., F(x;a,p) is strictly in-

creasing. Hence, in particular,
Fl;o,p) > 11%1 F(x; o, p).
x—0%

By applying Holder’s inequality, we find that
x * a+l1-1/, —a—-1+1/,
[ oy [l osters)” ™ )]y togtern) " dy
0 0

1)\ -
: (1271) " (logfet) 1

with
(@) = ]0 ¥ (log(el) 12 (y) dy.

Hence, we get that

x -1
< rogters)” f(y)dy>p§ (’%)p r@.

Since I(x) — 0 as x — 0., we have that lim,_,o, F(x; ¢, p) = 0 and, in particular,
Flo,p) > li%l F(x;a,p) =0
x—04

Hence, we have proved that (2.2) holds for all continuous functions. By standard approx-
imation arguments, (2.2) holds for all measurable functions.

Now we prove the sharpness of inequality (2.2). We consider the inequality

K ( / ) dx)p e / 1(1og (e/x))*” ( f ) dy)pdx

1
< / «* (log(e/x)) 7 (x ) (2.4)
0

for « > 0, p > 1 and some constants 0 < K}, K; < 0o. Assume that (2.4) holds for some

constant Ky > o and consider the test function

Jelx) = (log(e/x)) 1+E+a), e>0. (2.5)

Then we have that

ffE Te+a’

ozp 1 pdx 1
/o(log(e/x) </f8 dy) p; 7ep(s+a)1’
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and

1
A a (log(e/x ))(lﬂw ! g”(x)d—x = i

x ep
Hence, by (2.4), we have that

K K, - 1
+ ]
(e+a)y eple+a)y ~ ep

i.e., that
epKi + Ky < (e + a)P.

By letting ¢ — 0,, we find that K, < &”. This contradiction shows that the sharp constant
K; in (2.4) is K; = a?. We consider now (2.4) with K; = o and assume that it holds with
some K; > a1, By using the same test function f; in (2.5), we get that

I(} of 1

’

+
(e+a)y eple+a)y ~ ep

(e +a)f —o?

ep

K<

Hence, by letting ¢ — 0., we obtain that K; < o, This shows that K; = «”~! is the sharp
constant in (2.4) and consequently in (2.2).
The proof of (2.3) is similar. For this we define

Glwap) = / 7 (1og(ely) PP () dy

—apfoxy (log(e/y)) ™ </f )
~ " (log(e/x) ( f 1) ds)

and argue similarly as before. The proof of the sharpness of (2.3) consists only of small
modifications of the proof above. By Lemma 2.1 it is clear that we cannot have equality
neither in (2.2) nor in (2.3) unless f is identically zero. The proof is complete.

(b) Let 0 < p < 1. In this case the crucial convexity inequality from Lemma 2.1 holds in
the reversed direction. Hence, the proofs of the reverse of (2.2) and (2.3) consist only of
small modifications of the proofs of (2.2) and (2.3), respectively.

(c) The equality for p = 1in both (2.2) and (2.3) is just a consequence of partial integration
and limiting arguments or of straightforward modifications of the proof above. O

Remark 2.4 Easy calculations show that if p = oo we get equality in inequality (1.5) for
flx) = J—lc(log i)‘(“‘)‘). Hence, in this case, inequality (1.5) cannot be improved in the same
manner as above to a refined inequality of the type (2.2). In the same way, we find that
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for the case p = oo inequality (1.6) cannot be improved to some refined inequality of the
type (2.3).

3 Further results and remarks

Remark 3.1 We note that, by making the variable transformation x = /t, the result in
Proposition A can be formulated for the interval (0, £) instead of (0,1). Hence, it can be
compared with that of Proposition B. The same argument shows that it is no loss of gen-
erality to formulate Proposition B with £ < co only for £ =1, so in the sequel we consider
only this case.

Remark 3.2 Inequality (1.7) has no sense if 2 = p — 1, p > 1. However, it is reasonable to
ask if the following (limit) inequality can hold for some K > 0

1 x 1
/ (5 / f(y)dy)pxp-ldxsK / e 3.1
0 \X¥Jo 0

In fact, this is not the case. Assume that (3.1) holds for all measurable functions f and some
K < 00. Let ¢ > 0 and insert the test function

—(1+e+1/p)
1
f9= ()

X X

into (3.1). A simple calculation shows that

p+pe  _
eple +1/p) —

and since (p + pe)/(ep(e + 1/p)) — oo as ¢ — 0%, we get a contradiction. This shows
that (3.1) cannot hold for any K < co. However, by using Proposition A with & = 1/p, we
can see that the related inequality

1 l X p o 1 » pl( E)I’
/O(x‘/of(y)dy) xP dxfppfof(x)x logx dx (3.2)

holds and that the constant p” is sharp.

Inspired by Remark 3.2 and the technique used in [14] to prove (1.7), we formulate the
following estimate of the same type as that in Proposition A.

Proposition 3.3 Let p € R\ {0}, f be a positive and measurable function on (0,1) and u
and v be two weight functions on (0,1) such that

1
u(x) :=xf v(y))%dy.

Ifp>1orp<0,then

1 X yZ 1
f (l f f(y)dy) W™ < / Peun ™ (33)
0o \X¥Jo X 0 X

(for the case p < 0, we assume that f > 0).


http://www.journalofinequalitiesandapplications.com/content/2014/1/6

Barza et al. Journal of Inequalities and Applications 2014, 2014:6 Page 8 of 10
http://www_ journalofinequalitiesandapplications.com/content/2014/1/6

If 0 < p <1, then (3.3) holds in the reverse direction. Inequality (3.3) and the reverse
inequality for 0 < p <1 are sharp and equality holds for f(x) = C, C > 0.

Proof By using Jensen’s inequality with the convex function W(x) =«”, p > 1 or p < 0, and
Fubini’s theorem, we obtain that

/01(91_6 /oxf@)dy)pv(x)% < /1(/xfp@)dy>%dx
/ fp(Y)(/ dx) dy = /lfp(y)u(y)?

Since for f = C we get equality in our inequality, the sharpness statement is also proved.
The proof for the case 0 < p < 1 follows similarly, since the only inequality above holds in

the reverse direction. O

Example 3.4 By using Proposition 3.3 with v(x) = x” (log 2)2r-1 we find that

1 ap-1 1
. /O (1og ) ( / ) dy) G /0 ueP W% =, (3.4)

where u(x) := x f y7~2(log(e/y))*?~! dy. Both inequalities (1.3) and (3.4) are sharp but the
optimal test functlons are completely different so the two results cannot be compared.

Remark 3.5 Example 3.4 shows, in fact, that we have the following strict improvement of
inequality (1.3) in Proposition A,

I < min(l, I3),

where I and I, are defined in (3.4) and

1 e (1+a)p-1
I; = a‘p/ xp(log —) fp(x)—
0 X

Moreover, a similar improvement of (1.4) can be stated.

Example 3.6 If « =1/p, p > 1, we obtain the following sharp inequality (cf. also (3.2))

/ ( / o) dy) f <m1n<pp fo lxp_l(log z)pfp(x) dx,p%l /0 1(1—x1”"1)f”(x) dx)

as a limit case of the Hardy inequality (corresponding to the case a = p — 1).

Remark 3.7 The simple proof of Proposition 3.3 shows that it can be generalized also
to multidimensional cases and to integral inequalities with general measures. We can also
formulate Proposition 3.3 in terms of a general convex function W(x) instead of the special
case W(x) = #”, ¢f. [16] and the references given there.

Remark 3.8 By using suitable variable transformations, all inequalities in this paper can
be reformulated over the interval [1, 00) instead of over the interval [0,1].


http://www.journalofinequalitiesandapplications.com/content/2014/1/6

Barza et al. Journal of Inequalities and Applications 2014, 2014:6 Page 9 of 10
http://www_ journalofinequalitiesandapplications.com/content/2014/1/6

Finally, we present the following variant of Theorem 2.3.

Theorem 3.9 Let a,p > 0 and f be a non-negative and measurable function on [1,00).
(a) Ifp>1, then

= ( [ e dx)p v [ frogten]” ( [ o dy)pd"

< [ ogten] 0 (35)
1

X

and

bl ( /1 " ) dx)p ra? /1 oo[log (ex)] ( / ) dy)p dx

< [ ogten] 0 (36)
1

Both constants o™t and of in (3.5) and (3.6) are sharp. Equality is never attained
unless f is identically zero.
) If0 < p <1, then both (3.5) and (3.6) hold in the reverse direction and the constants
in both inequalities are sharp. Equality is never attained unless f is identically zero.
¢) If p =1, we have equality in (3.5) and (3.6) for any measurable function f and any
a>0.

Proof Substitute f(x) by x% f (%) in Theorem 2.3 and make a change of variables. d
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