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available at the end of the article its diffusion coefficient vanishes on the boundary, it is still possible that the heat flux

transfers across the boundary (Yin and Wang in Chin. Ann. Math,, Ser. B 25:175-182,
2004), and it is not possible to define the homogeneous boundary value condition as
usual. In the paper, under the assumption on the uniqueness of the weak solution, if
the point x lies in the interior of the domain €2, the paper obtains the result that the
weak solution of the quoted equation has the same regular properties as those of the
weak solution to the usual evolutionary p-Laplacian equation. However, if the point x
lies on the boundary 9€2, the situation may be different. The most significant feature
of the paper is that the definition of the homogeneous boundary value condition of
the above equation is given. Then, if @ > 1, the bounded estimates of the weak
solution are got by constructing the special barrier functions, and at last, how the
diffusion coefficient d* affects the gradient of the solution near the boundary is
discussed.
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1 Introduction

Consider the following singular diffusion equation with boundary degeneracy:

)

a_L: = div(d® - Va2 Vi), (5,6 eQr=2x (0,T), (11)
where  C RN is a bounded domain with appropriately smooth boundary, p > 1, « > 0,
and d = d(x) = dist(x, Q) is the distance function from the boundary. If &« = 0, then (1.1)
becomes the following evolutionary p-Laplacian equation:

‘Z—L: =div(|Vul’*Vu), (x,t)€Qr=x(0,T). (1.2)

Equation (1.2) reflects the more practical process of heat conduction than the classical heat
conduction equation u#; = Au does. For example, when p > 2, the solution of the equation

may possess the property of propagation of finite speed, while u; = Au always has the
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property of propagation of infinite speed which seems clearly contrary to the practice.
There is a tremendous amount of related work for (1.2), one is referred to the books [1-3]
etc. and the references therein.

For (1.1), the diffusion coefficient depends on the distance to the boundary. Since the
diffusion coefficient vanishes on the boundary, it seems that there is no heat flux across
the boundary. However, [4] has shown that the fact might not coincide with what we imag-
ine to be the case. In fact, the exponent «, which characterizes the vanishing ratio of the
diffusion coefficient near the boundary, does determine the behavior of the heat transfer
near the boundary. Let us give the definition of weak solution for (1.1) as follows.
Definition 1.1 If the function u(x,?) satisfies u € C(0, T;L*(Q)) N L*(Qr), % € L*(Qr),
d*|VulP € L}(Qr), and for any test function ¢ € C3°(Qr), the following integral equality
holds:

3
//Q <8—Lt‘<p+d“ . |Vu|P2Vu~Vgo) dxdt =0, (1.3)
T

then the function u is said to be a weak solution of (1.1).
According to [4], if 0 < « < p — 1, we can impose the Dirichlet boundary value condition

as usual
u(x,t) =g, t), (xt)edx(0,T). (1.4)

Otherwise, if @ > p — 1, then the heat conduction of (1.1) is entirely free from the limita-
tions of the boundary condition. In other words, the problem of heat conduction is entirely
controlled by the initial value condition

u(x,0) = up(x), xe€Q. (1.5)

This fact makes us consider whether the properties of the solutions, such as the regu-
larity, the large time behavior etc. of (1.1) are the same as the corresponding properties of
the solutions of (1.2) or not.

In this paper, under the assumption of the uniqueness of the solution to the singular
diffusion (1.1), Section 2 discusses the regular properties of the solution of (1.1) in the
interior points of Qr by using the method as the Chapter 2 of [1]. Section 3 first gives the
definition of the homogeneous boundary value condition of (1.1), then by using some ideas
of [5],if 1 < &, the boundedness estimates of the weak solution of (1.1) on the boundary are
obtained. In the last section of the paper, we emphasize the analysis of how the diffusion
coefficient d affects the gradient of the solution near the boundary in some cases.

Remark 1.2 If the initial value u((x) satisfies
uo(x) €L(Q),  d*|Vuol’ € LY(<),
then the results of [4] have shown that the uniqueness of the solution to (1.1) is true, only

if @ > 0. The existence and the uniqueness of the solution to a more general equation than
(1.1) had been studied in [6].
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2 Estimate in the interior of the domain

We first introduce the following lemmas from [1].

Lemma 2.1 There exists a constant y only depending on p, q, N such that for any v €

Ve (Qr) and h = 24N,

)" dxd ( Vu(x, ’”dd)-< : qd)N,
//S2T|v(xt)| xdt <y //QT| v(xt)| x dt esssup/g|v(xt)| x

where V(1) is the closure of C3°(Q27) in space of VP (Qr).

Lemma 2.2 Let Q, (n=1,2,...) be a sequence of bounded open sets in Qr,Q,1 C Q.
Assume for any g > 1, v € L1(Qr) and that there exist some constants oy > 0, A, Cyp, C1 > 0,
K > 1, such that the following inequality holds:

K
f / [p|e0 A" e dt < (coqf / |y|co 2K dxdt) .
Qn+1 Qn

Then

e 2.K"0 w0
esssup|v| < | C&' G // |y| %o+ dxdt
Qn Qno

holds, where C, = qu, K =YY% nK-"") and ny e N*.

n=ng

By the above two lemmas, we are able to get the following theorem.

Theorem 2.3 Let Q be a uniformly C* domain. If u is the unique solution of (1.1) in Qr,

and p > max{1, AZI—Ifl}, then

9
8—” €LX(Qr), i=1,2,...,N. 2.1)
Xi

The proof of the theorem is just similar to that Proposition 4.1 in Chapter 2 of [1], in

which the same conclusion on (1.2) is obtained.

Proof Since u is the unique solution of (1.1) in Qr, we can assume that « is the limit of u,,,

which is the classical solution of the following regularized problem:

p-2

du =div[<d"‘+l) (|W|2+1>Tw], (%,8) e Qr=Qx(0,T), (2.2)
ot n n

u(x,0) = up ,(x), x€, (2.3)
u(x,t) =g, t), (x1t)edx(0,T), (2.4)

where 1 ,(x) is the smoothly mollified functions of uy(x). Let K C Q7 be an any compact
set. Similar to the proof of Lemma 2.3 in the Chapter 2 of [1], which discusses (1.2), we are
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able to get

f/ |Vu,|?dxdt < C(q,K,p,N). (2.5)
K

Denote B, (xo) = {x: |x — x| < p}, and for simplicity, denote u, as u.
Now, we differentiate (2.2) with respect to x;, and we obtain
p-2

Ol 1\¢ 1\ =
L [<d+ —) <|W|2 + —) uxi] . (2.6)
at n n i

Y

Let

to ty

P
Tn:E_Z”T’ Pn:/0+2—n,

_ 1 3p
P =5 (ont ) =P+ S
B, =B,,(x0), B, = Bs(x0),

Qn = Bn X (an T)! Q;q = B:«l X (Tn+l) T)

Assume that &, is the cut off of functions smoothly in Q,,&,(-,t) € C3(B,), &, =0,Vt < T,
En=1,VE 1) €Q, VI < 22,0 <8, <25
Let xp € , By,(x0) = By, C Q2. We choose v = |Vul* + L multiply the two sides of (2.6)

n’

with &2vf uy;, and integrate on B,, x (%0, t). Then we can obtain the following equality:

1 /t 2. B+l ! 2 1\* p2
— g2vP* (x,t)dxdt+/ / e2ld+=) (vV7T uy) (Vuy) dxdt
2(B8 +1) to Jp,, 9 Jp,, " ( )x,( /)xl
t 1 a-1 2
= —oz/ / §3dx, (d + —> VT U, (Vﬂux/)x_ dxdt
%o Bap n l
t 1\%, p2
- 2/ / £,y (d + —) (vT uxl.)x_v’suxj dxdt
IZO Bap n !

t 1 a-1 -2
_2af gngmcidx' <d+ _) VTux,v’Sux,dxdt
ITO B2y ' n ’

t 1 a-1 2
+a/ éfv’suxj[(d+ —) dx/.vTuxii| dxdt
tTO Bap n X

1 t
+ / £,6,P  dx dt. (2.7)
,3 +1 Ja By

4

Using the fact of that, according to [7], the distance function always satisfies |Vd| =1 in
the sense of distribution, and clearly

|dyy| < |Vd| =1, VxeQ (2.8)

By the Young inequality,

=2 p+2p-4

pi28
V2 uxivﬂ’lvxiuxj <ev z |VvP+cle 2,

Page 4 of 20


http://www.journalofinequalitiesandapplications.com/content/2014/1/284

Zhan and Xie Journal of Inequalities and Applications 2014, 2014:284 Page 5 of 20
http://www.journalofinequalitiesandapplications.com/content/2014/1/284

p=2 B p+2p-2 p+2B
V2 UV Uy SEV T Uiy Ui, +cle)v 2,

p-2 2 +28 p+2 2 p+2p-2
S,,xivﬁuxi(v2 uxl) <¢|VE&,| VT s 7 |Vv| +EV T U Uy

and
p=2 pr2p-2 p+28-2 pr2pd
(V 2 uxl.)xi (Vﬂ”x/)xi SV Uyl + T |Vv|2
2 + ﬂ
LBe=2) e (Vi - V)2
2
We obtain
! 2. B+l ! g, P22
2B+ 1) /%0 o, E VPR (x, ) dx + (1 - cs)/%o /;2/) EV 2 Uyl dxdt

, Blo- 2)//
© Jp,,

t
s)/ / 1 + V&, )dxdt+ ¢ / g,V dx dt, (2.9)
By B+1 By

dxdt

where ¢ is an appropriately small positive constant.
(1) When p > 2, denote

228 Lo M+
S 287

From (2.9), we can obtain

sup / (Sn%w)k(x,t)dx+/ (SH%IVtzdxdt
Bn Qn

Ty<t<T

§C|:(l+ﬁ> /f w dxdt+—// w dxdt] (2.10)

by Lemma 2.1 and (2.10),

2+2% 22 2 2"
w N dxdt <C 1+—2 wodxdt + — whdxdt |,
Qn+l '0 Qn tO Qn

which implies that

// VWZZB*M+2 dxdt<C[<1+—> //
Qn+l n

-~
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where k =1+ . By choosing 2 = k" - 2, the above formula can be changed into

= n+1
/:/ VPTZJr dxdt
Qn+1
2n n " k
< |:( 2 )/f TZkT xdr+i—// v%dxdr]. (2.11)
n 0 n

If

//nvz dxdr>(1+—)//n TZkT dxdr, (2.12)

then, by the Holder inequality, we see that
2ok

0?2 =
// bty dxdt<< ) mes Q,,

which implies that
P2\ 72
sup v< (—) . (2.13)
Byx(9,1) fo

Then we obtain the theorem.
If (2.12) is not true, we have

n+l 22}1 e k
// vp22*k2 dxdrSC[(1+—2) // vp22*2 dxdt] .
Qui1 P n

By Lemma 2.2,

10
supv < Cp N+ // Lty dxdr, (2.14)
Qn Qng

where 7 is a positive integer which makes k" > 2 hold. Then we can obtain Theorem 2.3
according to (2.5). Therefore, when p > 2,

ou

3_ € Lloc(QT)~

(2) When p < 2, we can get
+28-2
v Zwm >—m—|v 2
j=1

and

2 .
Pl - )/ / 2p2ﬁ6Vu V)2 dxdrt
By

(p 2) / 2
Bap

|Vu| dxdr.
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Then according to (2.9),

sup/ §3Vﬁ+1(x,t)dx+// EfV“P|Vu|2dxdr
By Q@2p, )

%0<I<T

<C / / v\ Ve, 2 dxdr + C / / £,6,° V dxdr,
Q0. 9) Q@20 %9)

p+2a —4

where o, = . Then using Lemma 2.1, similar to the discussion of the case (1), we can

obtain

1
|: / / VN(%fp) +k”2Jr1 dx df] k
Qu+1
22" NG K 22 Jeze g
<C|— Tdxdt+ |1+ — T dxdr |. (2.15)
n p Q}’l

If

2n _
(1+2—) // e p*_dxdr> —// +h dxdr, (2.16)

then by the Holder inequality, we have

5 NGk
—p) K to+p @-p)
// YT dxdr <( 5 mes Q,,,
0
n

which implies that

to 2-p
sup v<|— .
Byx(%9,1) P

If (2.16) is not true, then from (2.15), we have

1
n+ k 2 n
[/f VN(%JMJ21 dxdr] ‘ (1 + 2_n> // VN(Z_p)+k7 dxdr.
Qu+1 n

Then using Lemma 2.2, we obtain

2

SR Ko

sup V<C[ N+2)// dxdr:| .
Byx(%,1) Qng

Also we can obtain Theorem 2.3 according to (2.5).

Therefore when p < 2, also

ou

3_ € Lloc(QT)~

The proof of Theorem 2.3 is complete. g

Page 7 of 20
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Theorem 2.4 Supposed that u is a weak solution of (1.1) in Qr, then for any compact set
1( C QT} (xl) tl): (xZ, t2) € I<,

1
|1, 1) — (o, )| < c(lx1 — %] + |11 — 12] 7), (2.17)
where c is a constant only dependent on N, p, d(K,9K2), ||| oo (x)-

The proof of the theorem is just similar to that of Theorem 4.3 in Chapter 2 of [1], in

which the same conclusion on (1.2) is obtained.

Proof We only need to prove that u satisfies (2.17) in Bg X (¢, T'), for any R > 0 such that
Br C 2, ty € (0,T). Let u, be the usual mollified function of ,

T
ug(x,t)=]g*u(x,t)=/ //'g(x—y,t—f)u(y,r)dydr,
0 JRN

where 0 < & < £y <t < T —¢. Then for any x;,x, € Bg, according to the definition of u,(x, t),

we easily get
te (%1, 8) — the (%2, 1)
T 1
= / / / Je (Sx1 +(1=8)ap —y,t— t)Vyu(y, T)dsdydt(x; — xy). (2.18)
o JRN Jo
According to Theorem 2.3, we have

’us(xl’ t) - M&‘(xZI t)|

T 1
5/ /N/ ‘js(sxl+(l—s)xz—y,t—r)HVyu(y,r)‘dsdydﬂxl—x2
o JrN Jo
<clxp —x2; (2.19)
here and in what follows c is a constant independent of ¢.

Now, let 0 <& <ty <t <ty < T, B(At) = B(N)% (%0), ¢ € Cy(B(AL)), x0 € Br, At =ty — 1.
Then, similar to Chapter 2 of [1], we have

[ ol - ]
B(At)
1 T
= _At/B(m) w(x)/(; /0 /RN/az (x — ¥ty + (1 —8)t; — T)u()/, 7)dydt dsdx.

For fixed (x,£) € Q;, 0<e<to<t< T —¢,J.(x—y,t—1) € Co(Qr). Let us choose the test
function in the definition of generalized solution (1.3) as ¢(x) = J.(x — y,¢ — 7). Then we

have
T
/ / Jer (X —y,st2 + 1= 8)ts — T)u(y, T) dydr
0 JRN

T
- / a® - |VyulP > VyuV,je (x - y,sts + (1 - )ty — 7) dydr.
0 JRN

Page 8 of 20
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By (2.19), we obtain

[ ol -] ax
B(AD)

1 0T
= —At/ (p(x)/ / / da“ - |Vyu|p_2Vtuy 'E(x -9
B(At) o Jo JRN

sty + (1-s)ty — T) dydr dsdx

1
=-At / / Vi@l (d - |VyulP>Vyu) (x,sts + (1 - 8)t1) dxc dis. (2.20)
0 JB(AY)

Let §(s) € Cj(R), 8(s) = 0, [, 8(s)ds =1, when s > 1, §(s) = 0. For any / > 0, we define
Su(s) = @ By the approximation process, we know that (2.20) is also true for any ¢ €

1
Wy (B(At)). Choosing ¢ = ¢y (x) = f_(lft)z_‘x_x(’l_zh 8,,(s) ds in (2.20), then

[ ot - t) s
B(Af)

1 LA
=—At/ / 55((AD? — | —xo| — 2h) - 2
o JBy | — x|

Te(d* - 1VyulP > Vyu) (x, st + (1 - 5)t1) dxcds. (2.21)

We notice that, when x € B(At), limy,_, ¢ ¢x(x) = 0. But 5h((At)% — |x—x0| - 2h) = 0 holds
when |x - xo| < (Af)? — k; then 8, < < and

N-1
2

mes(B(At)\B(A (xo)) < ch(At)

1
H2-h

Therefore using Theorem 2.3 and (2.21), letting # — 0, we obtain

f [ (36, £2) — 14 (x,12) | x| < c(2r8) "7

B(AD)

By the mean value theorem, there exists #* € B(At), such that
|u8 (x*, t2) —u, (x*, t1)| < c(At)%.

Noticing that

’Ms(xo,fz) - Ms(xo,t1)|
< |ue (0, 1) — e (5", 1) | + s (%%, £2) — 1o (6%, 1) | + s (%%, 11) — e (20, 11) |

<c(an)?,
combining this formula with (2.18), letting ¢ — 0, we obtain the desired result. O

By Theorems 2.3 and 2.4, similar to Chapter 2 of [1], it is not difficult to prove the fol-

lowing theorem, and we omit the details here.
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Theorem 2.5 Let p > max{l, %}, u is the generalized solution of (1.1) in Qr, then u,

(/=1,2,...,N) is locally Hélder continuous in Qr.

3 Estimates on the boundary

Now, we assume that the boundary 92 is of class C?. That is, there exists a number
po € (0,1) such that for all xy € 32 the portion of 32 within the ball B, (x) can be rep-
resented, in a local system of coordinates, as the graph of a C? function ¢ such that
@%0)(x0) = 0, and for x € B, (%0) N Q = {x = (x1,%2,...,xn-1,%N) : xn > 0}, ¥ € By (%) N
0 = {x = (x1,%2,...,%n-1,%n) : Xx = 0}.

Let u be the unique nonnegative bounded solution of (1.1) in the sense of Definition 1.1.
Then u(x, t) satisfies u € C(0, T;L*(Q)) N L®(Qr), 3 € L*(Qr), d*|Vul’ € L'(Qr). From
this definition, we know that one cannot define the trace of u on the boundary except for
o =0.

But the results of [4] show that if @ < p— 1, one can define the trace of # on the boundary,
and the homogeneous boundary value condition can be defined as usual. However, if « >
p -1, then the heat conduction of (1.1) is entirely free from the limitations of the boundary
condition, in other words, the problem of heat conduction is entirely controlled by the
initial value condition, then in this case one cannot give the homogeneous boundary value
condition as usual. Fortunately, no matter how the diffusion coefficient « satisfies 0 < o <
p—1ora>p-—1,the results of [4] had shown that the uniqueness of the solution is true
(cf Remark 1.2) only if the initial value u,(x) is suitably smooth. Then we can give the

following definition.

Definition 3.1 If u((x) is suitably smooth, u is the limit of the solutions {u,} of the fol-

lowing problem:

[

p-

o =d1v[<d“+%) (|W|2+—>Tw], (%,8) e Qr=Qx(0,T), (3.1)
u(x,0) =up,(x), x€€, (3.2)
ulx,t)=0, (xt)e€dQx(0,7), (3.3)

where 1 ,(x) is the smoothly mollified functions of u((x). Then we say u is the solution of

(1.1) with the homogeneous boundary value condition.
We will get Estimates above.
Theorem 3.2 Let u be the unique nonnegative bounded solution of (1.1) with the homo-
geneous boundary value condition in the sense of Definition 3.1. Supposed that 1 < «, for
s€(0,T),
ux,t) <M, (x1t)eQx(sT), (3.4)

then

u(x,t) <kCd(x,09), (x,t)eQx(s,T), (3.5)

Page 10 of 20
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where the constant C depending upon M, N, p, s, and the constant k is a constant indepen-
dent of s, M.

The key idea of the proof is to work with cylinders whose dimensions are suitably
rescaled to reflect the degeneracy exhibited by the equation. The main idea is to construct

a supersolution of the equation.

Proof Fix (x9,%p) € 02 x (s, T). We may assume that (xo,%) = (0,0) and in the vicinity
of (0,0), after flattening of 92 near x,, without loss of generality, let us assume that 92
coincides with the portion of hyperplane {xy = 0}, the inclusion 2 N {|x| < po} C {xn > 0}.
Lety =(0,...,0,-1), and the set

1
Ry = {(x,t):xN>0,1< lx =y <1+%,—sn§t§0}.

We assume £ is so large that 8y C B} x (s,0]. Consider the following problem:

p-2

0 1 1\ 2

g diV|:(d°‘ + —) <|VV|2 + —) ij|, (x, 8) € Xy (3.6)

at n n

(%, =Su) = un(x,—Su), % € By, (3.7)
1

vx,t) = uu(x,t) — —, (%) € 9B X [=s,,0], (3.8)
n

where u,, is the solution of the problem (3.1)-(3.3), 0 <s,, < s < T, s,7 is small enough, and

Bi={x:ax>0,1<|x—y|<1= %} N B}, . By the comparison theorem [8, p.119], we have
v <u,. (3.9)

Let us construct a barrier for u in X;. Consider the function

Ne(x, 2) = e XD,

Our barrier is given by

W= CM(1—ni(x,0)) + yE, (x,8) € Ry,
where the constants y, C are to be chosen later so large that v < W; on the parabolic
boundary of 8. This holds true on the portion of such a boundary lying on the hyperplane

xn =0,

Wy = CM(1- i, 1)) + vt > CM(1 - eX17) —yg, > —%

provided that y < % On the portion {|x —y| =1+ %} N {xy > 0}, we have

> CM(1-e™) —ys, > 2M > v,
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if C > 3(1 —e™!)"L. On the bottom of 8; we have

> CM(1-e) - ys, >2M >,

provided that
C> 2M + ys '
M1 -e)

By direct calculation,

x, — .
Wi = kKCM 7)k|1—y]|,
x=y

(% — ) (e = y1) 1
Wiy = —k* CMi——=——" + kCMm——— | 8l — | -

lx — y2 - |2

(x5 = y7) (s —yz)]
lx -yl '

\Ijk,xix,' = —kZCMT]k + /(CMnk

N-1
(Nlx =yl = lx—yl) = /<CMnk<—k+ )

x — y|2 lx — 1
p=2
1 2
[(kah—) wk,x,,]
n %
p-2 , 1\7 , 1\7
= [VW|” + — 2 Wi Wi, + | IVWk]” + = Wi i,
n n
177 (55 - 93) 6t — 1)
2 LA —_
= (p-2)| (CMn? + = | (kCMng2 2= 225200
n lx — yI?
=y —y1)  kCMn (% — 9;) (1 — y1)
.{—I<2CMr;k D 2k Slx —y| - L2
lx =yl e — I lx =yl

p-2
1172 N -1
+ |:(kCM17k)2 + —] kCMny (—k + )
n % =yl

1
= G kCMuni| —k + —— (Jx —y| — |x —
nk[ +|x_y|2(|x yl-lx yl)}

p-2

1]°?2 N-1
+ |:(/<CMr]k)2 + —] kCMny (—k + )
n lx =yl

p-2

) , 177 N-1
= —Gk*CMny + | (kCMni)” + — kCMni| =k + | )
n x—y

where G, = (p - 2)[(kCMne)? + 1172 (kCMny)?.
p-2

. 1 , 1\ %
\I"k,t —div| [ d* + — |V\I—’k| + — V\Ifk
n n

1
:_QWJWy1y+y_awl@{QV%ﬁ+—)
n

1 1
- (d“ + —) [<|V\pk|2 + —) xpk,xl}
n n i

i

p-2

2
\I"k,x,-:|

p-2
2
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p-2
1\~ i = Vi
= —CMe XDt 1y _ qd*d,. [(|kCMnk|2 + —) kCMn 2= }
n [ =yl
1 1777 N-1
- <d°‘ + —> {—GnszMnk + [(kczvfnk)2 + —] kCMnx (—k +— )}
n n | =y

14

1 2
> —CMe ¥ et 4 o — ! <|kCM77k|2 + —)
n

V4

1 1 1)’
+ (d“ + —)GnkZCMﬂk +k<d“ + —) <|/<CMnk|2 + —)
n n n

1 s 1 %—_2
-(N-D[d*+ =) IkCMni|” + — ,
n n

where we have used the facts that |d,,| <1, > 1.

Clearly, if we choose k large enough, then we have

p-2
1 1\ =
(P —div[(d"‘ + —) <|vq/,<|2 + —) vwk} > 0.
n n

It follows by the comparison principle that the solution of the problem (3.6)-(3.8) v,
v < Wy in 8. In particular, VO < xy < %, due to the interior regularity of the solution of
(1.1), which we have discussed in Section 2, we have

u(O,O,...,ON_l,xN,O) = lim V(0,0,...,ON_I,JCN, 0)

n—00
= "IJ/((O) o,.. ~»0N—17xN: 0)

= CM(1- ™) < kCMxy.
Therefore there exists a constant k depending only upon N, such that
u(x, t) < kM dist(x, 0K2),
for all x € 2 such that d(x) = dist(x, Q) < % On the other hand, if dist(x, 0L2) > %, we have
u(x, t) <M < kCM dist(x, 9€2).
Thus (3.5) holds in both cases. a

Estimates below: Let u be a nonnegative bounded solution of (1.1) with homogeneous
boundary value condition in the sense of Definition 3.1,

u<M
for some M > 0. For r > 0 let

Q= {x e Qldx,0Q) >},

Q. =Q, % [st], Vs<t<T,

Page 13 of 20


http://www.journalofinequalitiesandapplications.com/content/2014/1/284

Zhan and Xie Journal of Inequalities and Applications 2014, 2014:284 Page 14 of 20
http://www.journalofinequalitiesandapplications.com/content/2014/1/284

and

n(r)= inf u(x, 7).

(x%,7)€Q ¢

ForO<s<t<T,let
r(M,s, t) = pomin{l,/t — s}.

Here the constant py makes the inclusion N {|x| < po} C {xx > 0} true as before.
Now, we estimate u below, near the boundary 92.

Theorem 3.3 If the hypothesis of Theorem 3.2 is true, then for VO <s <t < T, Vx € ,
d(x,0Q2) <r(M,s,t), the inequality

u(x, t) > ,u(r(M, s, t)) dist(x, 0€2). (3.10)
holds.
The main idea is to construct a subsolution of the equation.

Proof Fix (x9,t0) € 902 x (s, T) and let po = u(r(M,s, ty)). After flattening of 92 near x,
we may assume that (xo, £o) = (0, 0) as before. Introduce the point

_ 1
y= <o,o,...,oN_1,1+ E)’

and the domain
_ 1 _ 1
Nip=3(x8):0<any< -, 1<|x=y| <1+ —-,-s, <t<0; CB' x[-s0],
k k po
where

1
- r(M,s, to) = po min{l, +/s}.

Consider —s<—s, <t <0

p-2

0 1 1\ 2 _

v div[(d“ + —) <|W|2 + —) W}, (x,£) in R, (3.11)

at n n

Vi (x; —Sn) = u,,(x, _sn), (x) Sn) € Szkm (312)
1 _

vix, t) = — + u,(x,t), (x,t) € 0B X [—s,,0], (3.13)
n

where u,, is the nonnegative solution of the problem (3.1)-(3.3), s,,# is small enough, and

Bi={x:0<xy< %, 1<|x—y| <1+ %}. Also by the comparison theorem [8, p.119], we have

V> u,. (3.14)


http://www.journalofinequalitiesandapplications.com/content/2014/1/284

Zhan and Xie Journal of Inequalities and Applications 2014, 2014:284 Page 15 of 20
http://www.journalofinequalitiesandapplications.com/content/2014/1/284

Consider the function

i, £) = e KT Ve
and construct the barrier

\I"k(x: t) = Mo (ﬁk(xr t) - e_l)+ - )/t,
where y = y(s, to, k) is large enough constant chosen later. Let us show that v > W; on
the parabolic boundary of R. On the portion {|x —y| =1+ ,1(} X [=$,,0] we have W, =
-yt <vys, < % < v. On the portion lying on the hyperplane {xy = k} one checks that
Wy < po < u < v. On the bottom of Ry, we have

Wile-_y, < po(e ™IV 1) +ys, <0.

By direct calculation

_ X
W, = —kpt07k <8
o =yl
o1
at —MOTIkSn V,
and
— _ (xj—?)(m—iz) 1 (xj —¥) (% —¥))
\Ilk,xlxj :kzpbonkl—_z kMo?]k []1|x _)/| 17_j|,
lx =¥l v — [ lx =y
1 N-1
Wiy = K2 0y — kpeoT] — | Nlx =yl =[x =y|| = kpon (k——>
XX, k k|x_y|2[ y y] k | y|
p-2
_ 1\ = _
[(Ww%—) w,}
n x

p4 p2
2

P2~ 1\7. - — , 1
:T |V\Ijk| +Z 2\I]k,xl\yk,x1x,'“pk,x,'+ |V\IJI<| +; lljk,xixi

;%4
= (P—Z)[(kﬂoﬁk)z + l:| (kuonk)zL(xgyl)
n lx - 51
_ =y =5) ko [ (o — 7)ot — yl)“

Ny W= Y)W =y

{ M 5 e T TR

+ [(kﬂoﬁk)2 + l] kiiom (k— E)

n lx =7l

1
= Guktofg| k- —— (x5 - lx -
<,uonk[ |X_W(Ix yl-lx yl)}

p-2
112 N-1
+ [(kﬂoﬁk)Z + —] kﬂoﬁk(k— —_)
n lx =yl
1 p%Z N-1
= Guk* ot + [(kﬂoﬁk)z + —:| kitony <k— —>,
n [ =yl
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where Gy, = (p - 2)[(kpolip)* + 117 (kjo7,)2. We have

-2

T : «, 1 T2, L -

Wi, —div| (d*+ = ) IVUPP+=) VU,
n n

1 — 1
— Moe—k(‘x—}/‘—l)eﬁ T ada—ldxi [(|V\pk|2 + _)
Sn n

_ <d°‘ . l) [Qv@ﬁ . 1) WM,]
n n w0
p-2

1 1\ X7,
= poe M Vess — gy _ qd* 1, [(Ikuoﬁkl2 + —) kpom— Z’}
Sy n lx—y

p-2

2

Gk WXi ]

p2
2

p-2

1\ (= 177 N-1
- <d°‘ + —) {Gnkzuoﬁk + [(kuoﬁk)z + —} kpiomy (k -— )}
n n lx =

4

e 1 1)\?
< poe M e — —y 4 ga* ! <|kM077k|2 + ;)

1\— 1
- <du + _>Gnk2,u'oﬁk - k<da + —) kpoTl?™!
n n
p-2
2

1 1
+(N - 1)<d°‘ + —> <|k,u07lk|2 + —> ,
n n

where we have used the fact that |d,,| < 1.

Clearly, if we choose y large enough, then we have
p-2

1 1\ 2
Wy, -div[(d“ + —) <|V\L’k|2 + —) V\I/k} <o.
n n

It follows from the comparison principle that v > Wy in 8. In particular, Y0 < xy < %,

V(O; O,...,ON_l,xN, 0) = @(ekxN - 1) = ——XN»
e

also, due to the interior regularity of the solution (1.1), which we have discussed in Sec-
tion 2, Vx € Q such that dist(x, 0Q2) < r(M, s, t), let n — 0o0. We have

u(x,t) > é,u(r(M,s, t)) dist(x, 02)

> M(V(M, s, t)) dist(x, 0K2).
Theorem 3.3 is proved. d

Remark 3.4 The method of estimates near the boundary we used here is classical, which
strongly depends on the construction of special barrier functions. The shortcoming of
such a technique is evident even in the framework of an evolutionary p-Laplacian equa-
tion (1.2) itself (see [9] etc.). For the diffusion (1.1) with « < 1, whether the estimate (3.5)
or (3.10) is true or not is a problem to be probed in the future. To solve this open ques-
tion, it strongly depends on how to extend the Harnack estimates to the case of parabolic


http://www.journalofinequalitiesandapplications.com/content/2014/1/284

Zhan and Xie Journal of Inequalities and Applications 2014, 2014:284 Page 17 of 20
http://www.journalofinequalitiesandapplications.com/content/2014/1/284

equations with the full quasilinear structure, as it happens when p = 2. Results of this
kind would probably require a new method independent of local representations and lo-
cal subsolutions. Whenever developed, such a technique may parallel the discovery of the
Moser estimates [10], based on real and harmonic analysis tools, versus the estimates by

Hadamards [11] and Pini [12], based on local representations.

4 Estimates of the gradient near the boundary

In the last section, we are concerned with the estimates of the gradient of the solution near
the boundary. We will prove the following theorem.

Theorem 4.1 Supposed that p > max{l, %}, a > 0. Supposed that the points x € Q is
close enough to the boundary 92, then for the unique weak solution u of (1.1) with the
homogeneous boundary value in the sense of Definition 3.1, there exists a constant y, such
that for all (x,t) € Qr, d(x) = dist(x, d2) is small enough, we have

Vu(x,t)| < yd™. (4.1)
| |

Remark 4.2 The estimate (4.1) we get here is not so beautiful as the result in [13]. If one

refers to Theorem 1.3 of [13], in which & = 0, p > 3, one has
’Vu(x, t)| < yd(x).

Proof of Theorem 4.1 For (xo,ty) € 7, consider the cylindrical domain

(4.2)

Q | | ! d 17 i 7 %
={lx—xol < = X 1t — b+ .

0 ors 5% O 2u(xo, to)2 7 " 22u(xo, t)> P

Since we are concerned with those points near the boundary, without loss of generality,

we may assume dj is small enough such that

t b >0 (4.3)
O ulxg, to)>r '
and that Qp C 2 x (0, T). Introduce the change of variables
2(x —x0) 2P(t — to)uP " (x0, to)
- , - , 4.4
§ A T & (4.4)
and the new function
u(x, t)
V()= . (4.5)
u(xo, to)

This maps Qp into the box Q; = {|/| <1} x {|t| < 1}. Moreover, V satisfies

Y. —div(dy VY P2 Vy) =0, (4.6)
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in which d; (§, t) = d(x, £), but it is not the distance function of (&, 7) to the boundary of Q.
If @ < p -1, in such a box, according to Theorems 2.3-3.3, we have

d(x,t) u(x, t) d(x,t)

u(xo, to) SV = u(xo,20) =7 u(xo,to) (4.7)

21
However, we do not use this estimate in the following proof.
Now, let

pr+2p

w=v =|Vy| 2. (4.8)

Similar to the discussion of (2.10) in Theorem 2.3, for simplicity, we still denote (§, 7) as
(%, 2) in the following, and we get

sup / (Sn%w)k(x,t)dx+// (S,,%IVWI)dedt

Ty<t<T

= T |:( 22”)// whdxdt + = /f wkdxdt} (4.9)

where to =19 + 2, 70 € (-1,1), Q, =B, x (T}, T) C {|¥/| <1} x {|| < 1}. By Lemma 2.1 and
(4.9),

2+ 22” 2 2" A
// Ndxdr<— 1+— //wdxdt+—//wdxdt,
Qn+1 n to n

which implies that

// Vp+22ﬁ+2€v+2 dxdt
Qn+1
22n
<E[< )/f e dxdr+—// ] (4.10)

where k =1+ 2. By choosing 28 = k" - 2, the above formula can be changed into

Vl+l
// pT* dxdt
Qn+1
22;1 _2 I
< [<1+ )f/ vz a2 xdr+—// v2dxdrj|. (4.11)
s p* ) JJa, ’

If

// VT dxdr><1+—>// pT kT dxdr, (4.12)

then by the Holder inequality, we see that

(p=2+k")

2 i C /02\
// VI”Tz*kT dxdr < _a<,0_) mes Q,,
n dO tO
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which implies that

2
C [ p?\ &2
sup v< _a<p_) . (4.13)
Box(pm) 0 \ o

If (4.12) is not true, we have

_ n+l C 22” - " ¢
// va2+kz dxdrf—a[<1+—2> f/ VPTZ"kT dxdr} .
Qn+1 do 10 Qx

By Lemma 2.2,
supv < %p—(Nﬂ) // VI%ZJ’MTO dxdr,
Qn dO Qng

where ny is a positive integer which makes k”° > 2 hold. Then, according to (2.5), which is

still true, and because the constant C is independent of dj, we have

C
supv < —ap_(N+2). (4.14)
Qn dO
Especially, we choose (¢, 79) = (0,0), p = %, from (4.13)-(4.14), we have
C
V¥ (0,0)] < —. (4.15)
dg

Now in terms of u, it means that
|Vuu(xo, to)| < ydy®. (4.16)

The theorem is proved. d
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