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Abstract
In this paper, we study the mixed finite element methods for general convex optimal
control problems governed by integro-differential equations. The state and the
co-state are discretized by the lowest order Raviart-Thomas mixed finite element
spaces and the control is discretized by piecewise constant elements. We derive a
posteriori error estimates for the coupled state and control approximation. Such
estimates are obtained for some model problems which frequently appear in many
applications.
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1 Introduction
The finite element discretization of optimal control problems has been extensively inves-
tigated in early literature. There are two early papers on the numerical approximation of
linear quadratic elliptic optimal control problems by Falk [] and Geveci []. In [], the au-
thors derived a posteriori error estimators for a class of distributed elliptic optimal control
problems. These error estimators are shown to be useful in adaptive finite element approx-
imation for the optimal control problems and are implemented in the adaptive approach.
Brunner and Yan [] discussed finite element Galerkin discretization of a class of con-
strained optimal control problems governed by integral equations and integro-differential
equations. The analysis focuses on the derivation of a priori error estimates and a posteri-
ori error estimators for the approximation schemes. Systematic introduction of the finite
element method for optimal control problems can be found in [–]. Some of the tech-
niques directly relevant to our work can be found in [, ].
In many control problems, the objective functional contains the gradient of the state

variables. Thus, the accuracy of the gradient is important in numerical discretization of
the coupled state equations. Mixed finite element methods are appropriate for the state
equations in such cases since both the scalar variable and its flux variable can be approx-
imated to the same accuracy by using such methods. Some specialists have made many
important works on some topic of mixed finite element methods for linear optimal con-
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trol problems. Some realistic regularity assumptions are presented and applied to error
estimation by using an operator interpolation. The authors derive L-superconvergence
properties for the flux functions along the Gauss lines and for the scalar functions at the
Gauss points via mixed projections in [–]. Also, L∞-error estimates for general opti-
mal control problems usingmixed finite elementmethods are considered in [, ]. In [,
], a posteriori error estimates of mixed finite element methods for general convex opti-
mal control problems are addressed. However, there does not seem to exist much work on
theoretical analysis for mixed finite element approximation of optimal control problems
governed by integro-differential equations in the literature.
In this paper we derive a posteriori error estimates of mixed finite element methods

for general optimal control problems governed by integro-differential equations. We are
concerned with the following optimal control problems:

min
u∈K⊂U

{
g(p) + g(y) + j(u)

}
(.)

subject to the state equation

–div(A∇y) +
∫

�

G(s, t)y(s)ds = f + Bu, x ∈ �, (.)

with the boundary condition

y = , x ∈ ∂�, (.)

which can be written in the form of the first-order system

divp +
∫

�

G(s, t)y(s)ds = f + Bu, x ∈ �, (.)

p = –A∇y, x ∈ �, (.)

y = , x ∈ ∂�, (.)

where � ⊂ R
 is a regular bounded and convex open set with the boundary ∂�, �U is a

bounded open set in R
 with the Lipschitz boundary ∂�U , g, g, and j are convex func-

tionals and K is a closed convex set in U = L(�U ). Here, f ∈ L(�) and B is a continu-
ous linear operator from L(�U ) to L(�), G(·, ·) ∈ H(� × �), and there are constants
c,C >  satisfying

c ≤ G(s, t) ≤ C, ∀s, t ∈ �. (.)

The coefficient matrix A(x) = (ai,j(x))× ∈ L∞(�;R×) is a symmetric  × -matrix and
there are constants c, c >  satisfying, for any vectorX ∈R

, c‖X‖
R ≤ XtAX≤ c‖X‖

R .
We adopt the standard notation Wm,p(�) for Sobolev spaces on � with a norm

‖ · ‖m,p given by ‖v‖pm,p =
∑

|α|≤m ‖Dαv‖pLp(�), a semi-norm | · |m,p given by |v|pm,p =∑
|α|=m ‖Dαv‖pLp(�). We set Wm,p

 (�) = {v ∈ Wm,p(�) : v|∂� = }. For p = , we denote
Hm(�) =Wm,(�), Hm

 (�) =Wm,
 (�), and ‖ · ‖m = ‖ · ‖m,, ‖ · ‖ = ‖ · ‖,.

Now, we recall a result from Kress [].
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Lemma . We assume that G(·, ·) is such that the equations

–div(A∇ξ ) +
∫

�

G(s, t)ξ (t)dt = F in �, ξ |∂� = , (.)

–div(A∇ζ ) +
∫

�

G(s, t)ζ (s)ds = F in �, ζ |∂� =  (.)

have unique solutions ξ , ζ ∈ H(�) for any F,F ∈ L(�), respectively.Moreover, there ex-
ists a positive constant C such that

‖ξ‖H(�) ≤ C‖F‖L(�), (.)

‖ζ‖H(�) ≤ C‖F‖L(�). (.)

In particular, it can be proved that [] there exist unique solutions for the above integral-
differential equations if |G(s, t)| ≤ a, where a is small enough such that

∫
�

A∇v∇v ≥ (a + δ)|�|‖v‖,�, ∀v ∈H(�),

where |�| = ∫
�
.

The outline of this paper is as follows. In the next section, we construct the mixed finite
element discretization for the optimal control problems governed by integro-differential
equations and briefly state the definitions and properties of some interpolation operators.
Then we discuss a posteriori error estimates for the intermediate error in Section . In
Section , we derive a posteriori error estimates for the control and state approximations.
Finally, some applications are presented in Section .

2 Mixedmethods for optimal control problems
In this section we briefly discuss themixed finite element discretization of convex optimal
control problems (.)-(.). Let

V =H(div;�) =
{
v ∈ (

L(�)
),divv ∈ L(�)

}
, W = L(�).

The Hilbert space V is equipped with the following norm:

‖v‖div = ‖v‖H(div;�) =
(‖v‖,� + ‖divv‖,�

)/.
Then, the weak formulation of the optimal control problems (.)-(.) is to find (p, y,u) ∈
V×W ×U such that

min
u∈K⊂U

{
g(p) + g(y) + j(u)

}
, (.)

(
A–p,v

)
– (y,divv) = , ∀v ∈V, (.)

(divp,w) +
∫

�

∫
�

G(s, t)y(s)w(t)dsdt = (f + Bu,w), ∀w ∈W , (.)

where the inner product in L(�) or (L(�)) is denoted by (·, ·). It is well known (see, e.g.,
[]) that the optimal control problem (.)-(.) has a unique solution (p, y,u), and that a
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triplet (p, y,u) is the solution of (.)-(.) if and only if there is a co-state (q, z) ∈ V ×W
such that (p, y,q, z,u) satisfies the following optimality conditions:

(
A–p,v

)
– (y,divv) = , ∀v ∈V, (.)

(divp,w) +
∫

�

∫
�

G(s, t)y(s)w(t)dsdt = (f + Bu,w), ∀w ∈W , (.)

(
A–q,v

)
– (z,divv) = –

(
g ′
(p),v

)
, ∀v ∈ V, (.)

(divq,w) +
∫

�

∫
�

G(s, t)w(s)z(t)dsdt =
(
g ′
(y),w

)
, ∀w ∈W , (.)

(
j′(u) + B∗z, ũ – u

)
U ≥ , ∀ũ ∈ K , (.)

where g ′
, g ′

, and j′ are the derivatives of g, g, and j, B∗ is the adjoint operator of B, and
(·, ·)U is the inner product of U . In the rest of the paper, we shall simply write the product
as (·, ·) whenever no confusion should be caused.
We are now able to introduce the discretized problem. To this aim, we consider a family

of triangulations or rectangulations Th of �̄. With each element T ∈ Th, we associate two
parameters ρ(T) and σ (T), where ρ(T) denotes the diameter of the set T and σ (T) is
the diameter of the largest ball contained in T . The mesh size of the grid is defined by
h = maxT∈Th ρ(T). We suppose that the regularity assumptions are satisfied. There exist
two positive constants 
 and 
 such that

ρ(T)
σ (T)

≤ 
,
h

ρ(T)
≤ 


hold for all T ∈ Th and all h > . In addition, C or c denotes a general positive constant
independent of h.
Let us define �̄h =

⋃
T∈Th T , and let �h and �h denote its interior and its boundary,

respectively. We assume that �̄h is convex and the vertices of Th placed on the boundary
of �h are points of ∂�. We also assume that |� \ �h| ≤ Ch.
Similarly, we assume that Th(�U ) are triangulations or rectangulations of�U .With each

element s ∈ Th(�U ), the two parameters ρ(s) and σ (s) are assumed to satisfy the regularity
assumptions. Next, to every boundary triangle or rectangle T (s) of Th (Th(�U )), we asso-
ciate another triangle or rectangle T̂ (ŝ) with curved boundary. We denote by T̂h (T̂h(�U ))
the union of these curved boundary triangles with interior triangles of Th (Th(�U )) such
that

�̄ =
⋃
T̂∈T̂h

T̂ , �̄U =
⋃

ŝ∈T̂h(�U )

ŝ.

Let Vh ×Wh ⊂ V×W denote the Raviart-Thomas space [] of the lowest order asso-
ciated with the triangulations or rectangulations Th of �̄. Pk denotes the space of polyno-
mials of total degree at most k, Qm,n indicates the space of polynomials of degree no more
thanm and n in x and y, respectively. If T is a triangle, V(T) = {v ∈ P

(T) + x · P(T)}, and
if T is a rectangle, V(T) = {v ∈Q,(T)×Q,(T)}. We define

Vh :=
{
vh ∈V : ∀T ∈ Th,vh|T ∈ V(T);vh = , on �̄ \ �h

}
,

Wh := {wh ∈ W : ∀T ∈ Th,wh|T = constant;wh = , on �̄ \ �h}.

http://www.journalofinequalitiesandapplications.com/content/2013/1/351
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Associated with T̂h(�U ) is another finite dimensional subspace Uh of U :

Uh :=
{
ũh ∈U : ∀ŝ ∈ T̂h(�U ), ũh|ŝ = constant

}
.

The mixed finite element discretization of (.)-(.) is as follows: compute (ph, yh,uh) ∈
Vh ×Wh ×Uh such that

min
uh∈Kh⊂Uh

{
g(ph) + g(yh) + j(uh)

}
, (.)

(
A–ph,vh

)
– (yh,divvh) = , ∀vh ∈ Vh, (.)

(divph,wh) +
∫

�

∫
�

G(s, t)yh(s)wh(t)dsdt = (f + Buh,wh), ∀wh ∈ Wh, (.)

whereKh =Uh ∩K . Under our assumptions on the kernelG(·, ·), it can be shown that there
exists an h̄ >  such that for h ∈ (, h̄), the mixed finite element approximation

(
A–ph,vh

)
– (yh,divvh) = , ∀vh ∈ Vh, (.)

(divph,wh) +
∫

�

∫
�

G(s, t)yh(s)wh(t)dsdt = (F ,wh), ∀wh ∈Wh (.)

has a unique solution (ph, yh) for any F ∈ L(�).
The optimal control problem (.)-(.) again has a unique solution (ph, yh,uh), and a

triplet (ph, yh,uh) is the solution of (.)-(.) if and only if there is a co-state (qh, zh) ∈
Vh ×Wh such that (ph, yh,qh, zh,uh) satisfies the following optimality conditions:

(
A–ph,vh

)
– (yh,divvh) = , ∀vh ∈ Vh, (.)

(divph,wh) +
∫

�

∫
�

G(s, t)yh(s)wh(t)dsdt = (f + Buh,wh), ∀wh ∈ Wh, (.)

(
A–qh,vh

)
– (zh,divvh) = –

(
g ′
(ph),vh

)
, ∀vh ∈Vh, (.)

(divqh,wh) +
∫

�

∫
�

G(s, t)wh(s)zh(t)dsdt =
(
g ′
(yh),wh

)
, ∀wh ∈ Wh, (.)

(
j′(uh) + B∗zh, ũh – uh

)
U ≥ , ∀ũh ∈ Kh. (.)

In the rest of the paper, we shall use some intermediate variables. For any control func-
tion ũ ∈ K , we first define the state solution (p(ũ), y(ũ),q(ũ), z(ũ)) associated with ũ that
satisfies

(
A–p(ũ),v

)
–

(
y(ũ),divv

)
= , ∀v ∈V, (.)

(
divp(ũ),w

)
+

∫
�

∫
�

G(s, t)y(ũ)(s)w(t)dsdt = (f + Bũ,w), ∀w ∈W , (.)

(
A–q(ũ),v

)
–

(
z(ũ),divv

)
= –

(
g ′

(
p(ũ)

)
,v

)
, ∀v ∈V, (.)

(
divq(ũ),w

)
+

∫
�

∫
�

G(s, t)wh(s)zh(ũ)(t)dsdt =
(
g ′

(
y(ũ)

)
,w

)
, ∀w ∈W . (.)
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Correspondingly, we define the discrete state solution (ph(ũ), yh(ũ),qh(ũ), zh(ũ)) associ-
ated with ũ ∈ K that satisfies

(
A–ph(ũ),vh

)
–

(
yh(ũ),divvh

)
= , ∀vh ∈Vh, (.)

(
divph(ũ),wh

)
+

∫
�

∫
�

G(s, t)yh(ũ)(s)wh(t)dsdt = (f + Bũ,wh), ∀wh ∈ Wh, (.)

(
A–qh(ũ),vh

)
–

(
zh(ũ),divvh

)
= –

(
g ′

(
ph(ũ)

)
,vh

)
, ∀vh ∈ Vh, (.)

(
divqh(ũ),wh

)
+

∫
�

∫
�

G(s, t)wh(s)zh(ũ)(t)dsdt =
(
g ′

(
yh(ũ)

)
,wh

)
,

∀wh ∈ Wh. (.)

Thus, as we defined, the exact solution and its approximation can be written in the fol-
lowing way:

(p, y,q, z) =
(
p(u), y(u),q(u), z(u)

)
,

(ph, yh,qh, zh) =
(
ph(uh), yh(uh),qh(uh), zh(uh)

)
.

Let Eh denote the set of element sides in Th. If there is no risk of confusion, the local
mesh size h is defined on both Th and Eh by h|T := hT for T ∈ Th and h|E := hE for E ∈ Eh,
respectively. For all E ∈ Eh, we fix one direction of a unit normal on E pointing in the
outside of � in case E ⊂ ∂�. We define that an operator [v] :H(Th) → L(Eh) is the jump
of the function v across the edge E, and t is the tangential unit vector along E.
We define S(Th) ⊂ L(�) as the piecewise constant space and S(Th) ⊂ H(�) or

S(Th) ⊂ H
(�) as continuous and piecewise linear functions, piecewise is understood

with respect to Th. We consider Clement’s interpolation operator Ih : H(�) → S(Th)
which satisfies []

‖v – Ihv‖,T ≤ ChT‖v‖,wT , ∀v ∈H
(�), (.)

‖v – Ihv‖,E ≤ Ch/E ‖v‖,wE , ∀v ∈ H
(�) (.)

for each T ∈ Th and E ∈ Eh, wT = {T ′ ∈ Th, T̄ ∩ T̄ ′ �= ∅}, wE = {T ∈ Th,E ∈ T̄}.
Now, we define the standard L(�)-orthogonal projection Ph :W →Wh, which satisfies

the approximation property []:

∥∥h– · (v – Phv)
∥∥
 ≤ C‖∇hv‖, ∀v ∈H(Th). (.)

Let us define the interpolation operator �h :V →Vh, which satisfies: for any q ∈V,

∫
T
(q –�hq) · vh dxdy = , ∀vh ∈ Vh, T ∈ Th.

We have the commuting diagram property

div◦�h = Ph ◦ div :V →Wh and div(I –�h)V ⊥Wh, (.)

where and after, I denotes an identity operator.

http://www.journalofinequalitiesandapplications.com/content/2013/1/351
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Next, the interpolation operator �h satisfies the local error estimate

∥∥h– · (q –�hq)
∥∥
 ≤ C|q|,Th , q ∈ H(Th)∩V. (.)

Furthermore, we assume that []

Wh ⊂H(Th), A–ph|T ∈ Pl, ∇hyh|T ∈ Pl, ∀T ∈ Th,

S(Th) ∩H(div;�) ⊂Vh ⊂H(Th)∩H(div;�).

3 A posteriori error estimates for the intermediate errors
Given u ∈ K , let S, S be the inverse operators of state equation (.) such that p(u) =
SBu and y(u) = SBu are the solutions of state equation (.). Similarly, for given uh ∈ Kh,
ph(uh) = ShBuh, yh(uh) = ShBuh are the solutions of discrete state equation (.). Let

J(u) = g(SBu) + g(SBu) + j(u),

Jh(uh) = g(ShBuh) + g(ShBuh) + j(uh).

It is clear that J and Jh are well defined and continuous on K and Kh. Also, the functional
Jh can be naturally extended on K . Then (.) and (.) can be represented as

min
u∈K

{
J(u)

}
, (.)

min
uh∈Kh

{
Jh(uh)

}
. (.)

An additional assumption is needed. We assume that the cost function J is strictly convex
near the solution u, i.e., for the solution u, there exists a neighborhood of u in L such that
J is convex in the sense that there is a constant c >  satisfying

(
J ′(u) – J ′(v),u – v

) ≥ c‖u – v‖U , (.)

for all v in this neighborhood of u. The convexity of J(·) is closely related to the second-
order sufficient optimality conditions of optimal control problems, which are assumed in
many studies on numerical methods of the problem. For instance, in many references, the
authors assume the following second-order sufficiently optimality condition (see [, ]):
there is c >  such that J ′′(u)v ≥ c‖v‖.
Now, we are able to derive the main result.

Lemma . Let u and uh be the solutions of (.) and (.), respectively. Assume that
Kh ⊂ K . In addition, assume that (J ′h(uh))|s ∈H(s), ∀s ∈ Th(�U ), and that there is a vh ∈ Kh

such that

∣∣J ′h(uh), vh – u)
∣∣ ≤ C

∑
s∈Th(�U )

hs
∥∥J ′h(uh)∥∥H(s)‖u – uh‖L(s). (.)

Then we have

‖u – uh‖U ≤ Cη
 +C

∥∥z(uh) – zh
∥∥
, (.)

http://www.journalofinequalitiesandapplications.com/content/2013/1/351
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where

η
 =

∑
s∈Th(�U )

hs
∥∥j′(uh) + B∗zh

∥∥
H(s). (.)

Proof It follows from (.) and (.) that

(
J ′(u),u – v

) ≤ , ∀v ∈ K , (.)
(
J ′h(uh),uh – vh

) ≤ , ∀vh ∈ Kh ⊂ K . (.)

Then it follows from (.) and (.)-(.) that

c‖u – uh‖U ≤ (
J ′(u) – J ′(uh),u – uh

)
U

≤ –
(
J ′(uh),u – uh

)
U

=
(
J ′h(uh),uh – u

)
U +

(
J ′h(uh) – J ′(uh),u – uh

)
U

≤ (
J ′h(uh), vh – u

)
U +

(
J ′h(uh) – J ′(uh),u – uh

)
U . (.)

From (.), (.), and the Schwarz inequality, we get that

c‖u – uh‖U ≤ C
∑

s∈Th(�U )

hs
∥∥J ′h(uh)∥∥H(s)‖u – uh‖L(s)

+C
∥∥J ′h(uh) – J ′(uh)

∥∥
U‖u – uh‖U

≤ C
∑

s∈Th(�U )

hs
∥∥J ′h(uh)∥∥

H(s)

+C
∥∥J ′h(uh) – J ′(uh)

∥∥
U + δ‖u – uh‖U . (.)

It is not difficult to show

J ′h(uh) = j′(uh) + B∗zh, J ′(uh) = j′(uh) + B∗z(uh), (.)

where z(uh) is the solution of equations (.)-(.). From (.), it is easy to derive

∥∥J ′h(uh) – J ′(uh)
∥∥
U =

∥∥B∗(zh – z(uh)
)∥∥

U ≤ C
∥∥zh – z(uh)

∥∥
. (.)

It is clear that (.) can be derived from (.)-(.). �

Fix a function uh ∈ Uh, let (p(uh), y(uh)) ∈ V × W be the solution of equations (.)-
(.). Set some intermediate errors: ε := p(uh) – ph, e := y(uh) – yh.
To analyze the fixing uh approach, let us first note the following error equations from

(.)-(.) and (.)-(.):

(
A–ε,vh

)
– (e,divvh) = , ∀vh ∈Vh, (.)

(div ε,wh) +
∫

�

∫
�

G(s, t)e(s)wh(t)dsdt = , ∀wh ∈Wh. (.)
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Lemma . For the Raviart-Thomas elements, there is a positive constant C, which only
depends on A, �, and the shape of the elements and their maximal polynomial degree k,
such that

∥∥p(uh) – ph
∥∥
div +

∥∥y(uh) – yh
∥∥
 ≤ Cη, (.)

where

η :=
[ ∑
T∈Th

(∥∥∥∥f + Buh – divph –
∫

�

G(s, t)yh(s)ds
∥∥∥∥


,T
+ hT · ∥∥curlh(A–ph

)∥∥
,T

+ hT · min
wh∈Wh

∥∥∇hwh –A–ph
∥∥
,T +

∥∥h/E
[(
A–ph

) · t]∥∥
,∂T

)]/

. (.)

Proof We analyze a Helmholtz decomposition [] of A–ph with a fixing ϕ ∈H
(�) such

that –div(A∇ϕ) = divph. Then there is some ψ ∈ H(�) satisfying
∫
�

ψ dx = , Curlψ ⊥
∇H

(�) and

ph = –A∇ϕ +Curlψ . (.)

From (.) and (.)-(.), we derive

ε = A∇χ –Curlψ with χ = ϕ – y(uh) ∈H
(�), (.)

and hence the error decomposition

(
A–ε, ε

)
= (A∇χ ,∇χ ) +

(
A–Curlψ ,Curlψ

)
. (.)

It follows from Poincare’s inequality and (.) that

(A∇χ ,∇χ ) = (∇χ , ε) = –(div ε,χ )

= (div ε,Phχ – χ ) – (div ε,Phχ )

≤ C‖hT · div ε‖ · ∥∥A/∇χ
∥∥
 +C‖div ε‖ · ‖Phχ‖

≤ C‖hT · div ε‖ · ∥∥A/∇χ
∥∥
 +C‖div ε‖ · ‖A/∇χ‖. (.)

To estimate the second contribution to the right-hand side of (.), we utilize Clement’s
operator Ih. Note that Ihψ ∈ S(Th) ⊂ H(�), Curl Ihψ ∈ S(Th) ∩ H(div;�) ⊂ Vh and
Curl Ihψ⊥∇H

(�), whence div(Curl Ihψ) = . Therefore, we obtain

(
A–Curlψ,Curl Ihψ

)
= –

(
A–ε,Curl Ihψ

)
= –(e,divCurl Ihψ) = .

Utilizing (.) and (.)-(.), we infer

(
A–Curlψ ,Curlψ

)
=

(
A–Curlψ ,Curl(ψ – Ihψ)

)
=

(
A–ph,Curl(ψ – Ihψ)

)
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= –
(
ψ – Ihψ , curlh

(
A–ph

))
+

([(
A–ph

) · t],ψ – Ihψ
)
Eh

≤ C
(∥∥hT · curlh

(
A–ph

)∥∥
 +

∥∥h/E · [(A–ph
) · t]∥∥,Eh

)‖ψ‖. (.)

With Poincare’s inequality we deduce

‖ψ‖ ≤ C‖∇ψ‖ = C‖Curlψ‖ ≤ C
∥∥A–/Curlψ

∥∥
. (.)

From (.), we have

div ε = f + Buh – divph –
∫

�

G(s, t)y(uh)(s)ds

= f + Buh – divph –
∫

�

G(s, t)yh(s)ds –
∫

�

G(s, t)e(s)ds, (.)

and together with (.)-(.) we have

‖ε‖div ≤ C
(∥∥∥∥f + Buh – divph –

∫
�

G(s, t)yh(s)ds
∥∥∥∥

+ ‖e‖

+ hT · ∥∥curlh(A–ph
)∥∥

 +
∥∥h/E

[(
A–ph

) · t]∥∥,Eh

)
. (.)

Now, let us estimate ‖e‖. Let ξ be the solution of (.) with F = y(uh) – yh. According
to (.)-(.), we have ξ ∈ H

(�) ∩ H(Th). Then it follows from (.), (.)-(.) and
(.) that

‖e‖ =
(
y(uh) – yh, –div(A∇ξ ) +

∫
�

G(s, t)ξ (t)dt
)

= –
(
p(uh),∇ξ

)
+

(
yh,div�h(A∇ξ )

)
+

(
y(uh) – yh,

∫
�

G(s, t)ξ (t)dt
)

=
(
divp(uh), ξ

)
+

∫
�

∫
�

G(s, t)y(uh)(s)ξ (t)dsdt

+
(
A–ph,�h(A∇ξ )

)
–

(
yh,

∫
�

G(s, t)ξ (t)dt
)

=
(
f + Buh – divph –

∫
�

G(s, t)yh(s)ds, ξ
)
+

(∇hwh –A–ph, (I –�h)(A∇ξ )
)

≤ C
(∥∥∥∥f + Buh – divph –

∫
�

G(s, t)yh(s)ds
∥∥∥∥

+

∥∥h · (∇hwh –A–ph
)∥∥



)
· ‖ξ‖

≤ C
(∥∥∥∥f + Buh – divph –

∫
�

G(s, t)yh(s)ds
∥∥∥∥



+

∥∥h · (∇hwh –A–ph
)∥∥



)
+ δ‖e‖

for any wh ∈Wh. Using the triangle inequality, we obtain

‖e‖ ≤ C
(∥∥∥∥f + Buh – divph –

∫
�

G(s, t)yh(s)ds
∥∥∥∥

+

∥∥h · (∇hwh –A–ph
)∥∥



)
. (.)

So, Lemma . has been proved by combining with (.) and (.). �

Moreover, we can prove the reverse inequality of (.).
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Lemma . For the Raviart-Thomas elements, there is a positive constant C, which only
depends on A, �, and the shape of the elements and their maximal polynomial degree k,
such that

Cη ≤ ∥∥p(uh) – ph
∥∥
div +

∥∥y(uh) – yh
∥∥
. (.)

Proof First, from (.) we derive that

f + Buh – divph –
∫

�

G(s, t)yh(s)ds = div ε +
∫

�

G(s, t)e(s)ds, (.)

then we have
∥∥∥∥f + Buh – divph –

∫
�

G(s, t)yh(s)ds
∥∥∥∥
,T

≤ C
(‖ε‖H(div;T) + ‖e‖,T

)
. (.)

Next, using the standard Bubble function technique, we fix 
T ∈ P with  ≤ 
T ≤  =
max
T and zero boundary values on T to derive

C
∥∥curl(A–ph

)∥∥
,T ≤ ∥∥
/

T · curl(A–ph
)∥∥

,T . (.)

Using (.) and (.), we obtain

∥∥
/
T · curl(A–ph

)∥∥
,T =

∫
T

(
A–ε

) ·Curl(
/
T · curl(A–ph

))
dx

≤ C
∥∥A–ε

∥∥
,T · ∣∣
/

T · curl(A–ph
)∣∣

,T

≤ C
∥∥ε

∥∥
H(div;T) · h–T · ∥∥
/

T · curl(A–ph
)∥∥

,T , (.)

since 
/
T · curl(A–ph) ∈ Pl+ with zero boundary values on T . Combining (.) and

(.), we have

hT · ∥∥curl(A–ph
)∥∥

,T ≤ C‖ε‖H(div;T). (.)

Now, let 
E denote the continuous function satisfying 
E ∈ P with  ≤ 
E ≤  =max
E

on wE . Let σ = [(A–ph) · t]. Using continuous extension on the reference element in [],
there exists an extension operator P : C(E)→ C(wE) satisfying Pσ |E = σ and

ch/E ‖σ‖,E ≤ ∥∥
/
E Pσ

∥∥
,wE

≤ ch/E ‖σ‖,E, (.)

where c and c are positive constants. By the integration by parts formula and (.)-
(.), we obtain

C‖σ‖,E ≤ ∥∥
/
E σ

∥∥
,E = –

∫
E
(
EPσ ) · [A–ε · t]ds

= –
∫
wE

(
A–ε

) ·Curl(
EPσ )dx –
∫
wE

(
EPσ ) curl
(
A–ε

)
dx

= –
∫
wE

(
A–ε

) ·Curl(
EPσ )dx –
∫
wE

(
EPσ ) curl
(
A–ph

)
dx
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≤ ‖ε‖,wE |
EPσ |,wE + ‖
EPσ‖,wE

∥∥curl(A–ph
)∥∥

,wE

≤ Ch–/E ‖σ‖,E · ‖ε‖H(div;wE), (.)

where the inverse estimates have been used. Then we obtain that

∥∥h/[(A–ph
) · t]∥∥,E ≤ C‖ε‖H(div;wE). (.)

Finally, as in (.) and with integration by parts, we derive that

C
∥∥A–ph –∇hyh

∥∥
,T

≤ ∥∥
/
T

(
A–ph –∇hyh

)∥∥
,T

= –
∫
T


TA–ε
(
A–ph –∇hyh

)
dx –

∫
T
e div

(

T

(
A–ph –∇hyh

))
dx

≤ ∥∥A–ε
∥∥
,T

∥∥
T
(
A–ph –∇hyh

)∥∥
,T + ‖e‖,T

∣∣
T
(
A–ph –∇hyh

)∣∣
,T

≤ (∥∥A–ε
∥∥
,T + ‖e‖,T · h–T

)∥∥
T
(
A–ph –∇hyh

)∥∥
,T , (.)

where the inverse inequality has been used. From (.) it is clear that

hT min
wh∈Wh

∥∥A–ph –∇hwh
∥∥
,T ≤ C

(‖e‖,T + hT
∥∥A–ε

∥∥
,T

)
. (.)

Then Lemma . is proved by combining (.), (.), (.) and (.). �

Arguing as in the proof of Lemma ., we obtain the following results.

Lemma . For the Raviart-Thomas elements, there is a positive constant C, which only
depends on A, �, and the shape of the elements and their maximal polynomial degree k,
such that

∥∥q(uh) – qh
∥∥
div +

∥∥z(uh) – zh
∥∥
 ≤ C(η + η), (.)

where

η :=
[ ∑
T∈Th

(∥∥∥∥g ′
(yh) – divqh –

∫
�

G(s, t)zh(t)dt
∥∥∥∥


,T
+ hT · ∥∥curlh(A–qh + g ′

(ph)
)∥∥

,T

+ hT · min
wh∈Wh

∥∥∇hwh –A–qh – g ′
(ph)

∥∥
,T

+
∥∥h/E

[(
A–qh + g ′

(ph)
) · t]∥∥

,∂T

)]/

. (.)

Using Lemma ., Lemma ., and Lemma ., we derive the following results.

Theorem . Let u and uh be the solutions of (.) and (.), respectively. Assume that
Kh ⊂ K . In addition, assume that (J ′h(uh))|s ∈Hs(s), ∀s ∈ Th(�U ) (s =  or ), and that there
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is a vh ∈ Kh such that

∣∣J ′h(uh), vh – u)
∣∣ ≤ C

∑
s∈Th(�U )

hs
∥∥J ′h(uh)∥∥H(s)‖u – uh‖sL(s).

Then, for the Raviart-Thomas elements, there is a positive constant C, which only depends
on A, �, and the shape of the elements and their maximal polynomial degree k, such that

∥∥p(uh) – ph
∥∥
div +

∥∥y(uh) – yh
∥∥
 +

∥∥q(uh) – qh
∥∥
div

+
∥∥z(uh) – zh

∥∥
 + ‖u – uh‖U ≤ C

∑
i=

η
i , (.)

where η, η, and η are defined in Lemma ., Lemma ., and Lemma ., respectively.

4 A posteriori error estimates
With the intermediate errors, we can decompose the errors as follows:

p – ph = p – p(uh) + p(uh) – ph := ε + ε,

y – yh = y – y(uh) + y(uh) – yh := r + e,

q – qh = q – q(uh) + q(uh) – qh := ε + ε,

z – zh = z – z(uh) + z(uh) – zh := r + e.

By using the standard results of mixed finite element methods [], we have the follow-
ing results.

Lemma . There is a positive constant C independent of h such that

‖ε‖div + ‖r‖ ≤ C‖u – uh‖U , (.)

‖ε‖div + ‖r‖ ≤ C‖u – uh‖U . (.)

Proof It follows from (.)-(.) and (.)-(.) that we have the error equations:

(
A–ε,v

)
– (r,divv) = , ∀v ∈V, (.)

(div ε,w) +
∫

�

∫
�

G(s, t)r(s)w(t)dsdt =
(
B(u – uh),w

)
, ∀w ∈W , (.)

(
A–ε,v

)
– (r,divv) = –

(
g ′
(p) – g ′


(
p(uh)

)
,v

)
, ∀v ∈V, (.)

(div ε,w) +
∫

�

∫
�

G(s, t)r(t)w(s)dsdt =
(
g ′
(y) – g ′


(
y(uh)

)
,w

)
, ∀w ∈W . (.)

Choosing v = ε andw = r as the test functions and adding the two relations of (.)-(.),
we have

(
A–ε, ε

)
+

∫
�

∫
�

G(s, t)r(s)r(t)dsdt =
(
B(u – uh), r

)
.
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Then, using the assumption on A and (.), we obtain that

‖ε‖ + ‖r‖ ≤ C‖u – uh‖ + δ‖r‖. (.)

Now we choose v = div ε in equation (.), then we obtain

(div ε,div ε) =
(
B(u – uh),div ε

)
–

∫
�

∫
�

G(s, t)r(s)div ε(t)dsdt. (.)

Then, using the δ-Cauchy inequality, we can find an estimate as follows:

‖div ε‖ ≤ C
(

‖u – uh‖ +
∥∥∥∥
∫

�

G(s, t)r(s)ds
∥∥∥∥
)

+ δ‖div ε‖

≤ C
(‖u – uh‖ + ‖r‖

)
+ δ‖div ε‖. (.)

Thus,

‖div ε‖ ≤ C
(‖u – uh‖ + ‖r‖

) ≤ C‖u – uh‖. (.)

This implies (.).
Similarly, we choose v = ε and w = r as the test functions and add the two relations of

(.)-(.), then we have

(
A–ε, ε

)
+

∫
�

∫
�

G(s, t)r(t)r(s)dsdt

=
(
g ′
(y) – g ′


(
y(uh)

)
, r

)
–

(
g ′
(p) – g ′


(
p(uh)

)
, ε

)
. (.)

Then, using the assumption on A and (.), we obtain that

‖ε‖ + ‖r‖ ≤ C
(‖ε‖ + ‖r‖

)
+ δ

(‖ε‖ + ‖r‖
)
. (.)

Hence, we derive that

‖ε‖ + ‖r‖ ≤ C
(‖ε‖ + ‖r‖

) ≤ C‖u – uh‖. (.)

Now we choose v = div ε in equation (.), then we obtain

(div ε,div ε) =
(
g ′
(y) – g ′


(
y(uh)

)
,div ε

)
–

∫
�

∫
�

G(s, t)r(t)div ε(s)dsdt. (.)

Then, using the δ-Cauchy inequality, we can find an estimate as follows:

‖div ε‖ ≤ C
(‖r‖ + ‖r‖

)
+ δ‖div ε‖, (.)

and hence,

‖div ε‖ ≤ C‖u – uh‖. (.)
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Thus, (.) is proved by (.) and (.). �

Hence, we combine Theorem . and Lemma . and use the triangle inequality to con-
clude the following.

Theorem. Let (p, y,q, z,u) ∈ (V×W ) ×U and (ph, yh,qh, zh,uh) ∈ (Vh ×Wh) ×Uh be
the solutions of (.)-(.) and (.)-(.), respectively. Assume that Kh ⊂ K . In addition,
assume that (J ′h(uh))|s ∈H(s), ∀s ∈ Th(�U ), and that there is a vh ∈ Kh such that

∣∣J ′h(uh), vh – u)
∣∣ ≤ C

∑
s∈Th(�U )

hs
∥∥J ′h(uh)∥∥H(s)‖u – uh‖L(s).

Then we have

‖p – ph‖div + ‖y – yh‖ + ‖q – qh‖div + ‖z – zh‖ + ‖u – uh‖U ≤ C
∑
i=

η
i , (.)

where η, η, and η are defined in Lemma ., Lemma ., and Lemma ., respectively.

5 Some applications
In this section, we apply the previous results to two concrete optimal control problems.

Example . Consider the case K = {u ∈ U : u ≥ }. Let Kh = {v ∈ Uh : v ≥ }. Then it is
easy to see that Kh ⊂ K . Let vh in Lemma . be such that vh = �hu, where

�hw|x∈s =
∫
s
w/|s|, ∀w ∈ L(�U ),

where |s| is the measure of the element s. Then vh = �hu ∈ Kh, and

∣∣(j′(uh) + B∗zh, vh – u
)∣∣ = ∣∣(j′(uh) + B∗zh,�hu – u

)∣∣
=

∣∣(j′(uh) + B∗zh –�h
(
j′(uh) + B∗zh

)
,�h(u – uh) – (u – uh)

)∣∣
≤

∑
s∈Th(�U )

hs
∥∥j′(uh) + B∗zh

∥∥
H(s)‖u – uh‖L(s). (.)

Hence, condition (.) in Lemma . is satisfied. If all the conditions in Theorem . hold,
then

‖p – ph‖div + ‖y – yh‖ + ‖q – qh‖div + ‖z – zh‖ + ‖u – uh‖U ≤ C
∑
i=

η
i , (.)

where η, η, and η are defined in Lemma ., Lemma ., and Lemma ., respectively.

Example . Consider the case K = {u ∈ U :
∫
�U

u ≥ }. Let Kh = {v ∈ Uh :
∫
�U

v ≥ }.
Then it is easy to see that Kh ⊂ K . Let vh in Lemma . be such that vh = �hu, where �h

is defined as in Example .. Then vh = �hu ∈ Kh, and similarly as in Example .,

∣∣(j′(uh) + B∗zh, vh – u
)∣∣ ≤

∑
s∈Th(�U )

hs
∥∥j′(uh) + B∗zh

∥∥
H(s)‖u – uh‖L(s). (.)
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Hence, condition (.) in Lemma . is satisfied. If all the conditions in Theorem . hold,
then

‖p – ph‖div + ‖y – yh‖ + ‖q – qh‖div + ‖z – zh‖ + ‖u – uh‖U ≤ C
∑
i=

η
i , (.)

where η, η, and η are defined in Lemma ., Lemma ., and Lemma ., respectively.
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