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Abstract

This paper gives necessary and sufficient conditions in order that a series Y dnA,,
should be summable |B|4, k > 1, whenever Y a, is summable |A|. Some new results
have also been obtained.
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1 Introduction
Let Y a, be a given infinite series with the partial sums (s,,). Let (p,,) be a sequence of

positive numbers such that

n
Pn:va—>oo as (n — 00), (Pi=p_i=0,i>1). (1)
v=0

The sequence-to-sequence transformation

ty= — Z DSy 2)

defines the sequence (t,) of the Riesz means of the sequence (s,) generated by the se-
quence of coefficients (p,) (see [3]). The series ) _ a,, is said to be summable |R, p, |, k > 1,
if (see [1])

o]

>t =t < 0. 3)

n=1

Let A = (a,y) be a normal matrix, i.e., a lower triangular matrix of nonzero diagonal
entries. Then A defines the sequence-to-sequence transformation, mapping the sequence
s=(s,) to As = (A,(s)), where

n
A,s) = Za,,vsv, n=0,1,.... (4)
v=0
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The series > _ a,, is said to be summable |A|x, k > 1, if (see [7])

[e¢]

Z nk’1|AA,,(s)|k < 00, (5)

AAn (s) = Au(s) = Aya(s).

If we take a,,, = f,—;, then |A|x summability is the same as |R, p,|x summability.
Before stating the main theorem we must first introduce some further notations.
Given a normal matrix A = (a,,), we associate two lover semimatrices A = (a,,) and

A = (4,) as follows:

n
Zlnv: E Ani» nmv=0,1,... (6)
i=v
and
aopo = ‘_100 =aopo, Ayy = &nv - Zln—l,v: n=12,.... (7)

It may be noted that A and A are the well-known matrices of series-to-sequence and series-

to-series transformations, respectively. Then, we have

An(s) = Z ApySy = Z "_lnvﬂv (8)
v=0 v=0
and
AAL(S) =) dma. ©)
v=0

If A is a normal matrix, then A’ = (a},,) will denote the inverse of A. Clearly if A is nor-
mal, then A = (@) is normal and has two-sided inverse A = (@,,,), which is also normal
(see [2]).

Sarigol [6] has proved the following theorem for |R, p, |y summability method.

Theorem A Suppose that (p,) and (q,,) are positive sequences with P, — oo and Q, — 00
asn— oo. Then )y a,h, is summable R, qy,|i, k > 1 whenever y_ a,, is summable |R, p,|, if

and only if
VIP}’I
M:o{ni-lq—}, (10)
PnQy
o
Wy AQuth) = o(F), (1)

Qn)\n+1 Wn = O(l) (12)
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provided that
1
00 q kY%
W, = ykl (—V) < o0.
{vgl Qva—l

Theorem B The |R, p,| summability implies the |R, q,|x, k > 1, summability if and only if
the following conditions hold:

o ;i: - oyt ), (13)
|AQu 1| - W, = O(%) (14)
Qv Wv = O(l), (15)
where
WV — i ik_l <L>k & s
= QiQin

and we regarded that the above series converges for each v and A is the forward difference
operator.

It may be remarked that the above theorem has been proved by Orhan and Sarigél [5].

Lemma ([4]) A = (aw) € (h, 1) if and only if

[e.]
sup Z || < 00 (16)
Vo=l

for the cases 1 < k < 0o, where (l,lx) denotes the set of all matrices A which map 1, into
he={x= (xn) : Z |xn|k < 00}

2 Main theorem
The aim of this paper is to generalize Theorem A for the |A| and |B|x summabilities. There-
fore we shall prove the following theorem.

Theorem Let k > 1, A = (a,,) and B = (b,,) be two positive normal matrices such that

An-1y = Anys fOI" n>v+1, (17)

an=1 n=012,.... (18)

Then, in order that y_ a,Ay is summable |B|, whenever Y _ a, is summable |A|, it is necessary
that

1 a
Ayl =0 ne 1222 ), 19
4] (nk b ) (19)

nn
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oo

> A Aubai)| = O(dh,), (20)
n=v+l
Y #Mbyyaiealt = 0Q), (21)
n=v+l

Also (19)-(21) and

bow=1 n=0,12,..., (22)

App — Apsln = O(anndwl,nﬂ): (23)
00

Z |bVlV&;yA'Vi = O(|bn,r+1)\r+l|) (24)

v=r+2

are sufficient for the consequent to hold.

It should be noted that if we take a,,, = 1;—; and b,,, = %, then we get Theorem A. Also if
we take X, = 1, then we get Theorem B.

Proof of the Theorem
Necessity. Let (x,,) and (y,,) denote A-transform and B-transform of the series > a, and
> ayy, respectively. Then, by (8) and (9), we have

n n
Ax, = Z&m,av and Ay, = anvavkv. (25)

v=0 v=0

For k > 1, we define
A= {(ai) : Za,- is summable |A|}, B= {(ai)\i) : Zaiki is summable |B|k}.

Then it is routine to verify that these are BK-spaces, if normed by

e {Z |Axn|} (26)
n=0

and

0o :
Y| = [an—l|Ayn|k} (27)

n=0

respectively. Since Y a,, is summable |A| implies ) a,, 1, is summable | B, by the hypoth-
esis of the theorem,

Xl <oo = [IY]l <oo.

Now consider the inclusion map ¢ : A — B defined by c¢(x) = x. This is continuous, which
is immediate as A and B are BK-spaces. Thus there exists a constant M such that

1Yl =MiXxi. (28)
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By applying (25) to a, = e, — e,1 (e, is the vth coordinate vector), we have

0, ifn<v,
Axn = &nvx ifn= v,

Avénw ifu>v
and

0, ifn<v,
Ayn = ZJ,,V)»V, ifn=y,
Ay(buhy), ifn>v.

So (26) and (27) give us
Ix1 = {aw + Yy |AV&W|}
n=v+l
and

o]

1
k
Iy = {v“bww £y n“iAv(iwv)V} :

n=v+l
Hence it follows from (28) that

oo oo
k-1 k k-1j A k k k k ok
Vb A + E T AD M < Miay, + M E [Ayam|".

n=v+l n=v+l

Using (17), we can find

oo

Vk—lbw|)w|k + Z }’lk_l|Av(2nv)W)|k = O(dk )

vV
n=v+l

The above inequality will be true if and only if each term on the left-hand side is O(a¥)).
Taking the first term,

Vb, 0, K = O(ak))

144

then

1 4
=0 vi 122
- 0(v57)

which verifies that (19) is necessary. Using the second term, we have

[ee]

3 Ay B[ = 0(dh)

n=v+l
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which is condition (20). Now, if we apply (22) to a, = e,,1, we have

_ 0, ifn<v,
Ax, =
apyi, ifn>v
and
_ 0, ifn<v,
Ayn =13\ .

bn,wl)‘-wl, ifu>v,

respectively. Hence

o0
x|l = { D Nanpal

n=v+1

o ¥
”Y” = { Z nkllbn,v+1)"v+1|k} .

n=v+l

Hence it follows from (28) that

0 0 k
Z k=17, k k } : ~
n |bn,v+1)"v+1| < M { |an,v+1| } .

n=v+l n=v+l

Using (18) we can find

o0
Z nk_llbn,v+1)‘«v+1|k =0(1)

n=v+l

which is condition (21).

Sufficiency. We use the notations of necessity. Then
n
Ay =) dmay (29)
v=0
which implies
14
a, = Z&:,,Axr. (30)
r=0
In this case
n n v
Ayn = bwary =Y buwhy Y &, Ax.
=0 v=0 r=0

On the other hand, since

bnO = bnO - bn—l,O
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by (22), we have

n 14
Ay, = anvkv Z&;,Ax,
v=1 r=0
V=2

= Z byt a, Axv + aw lev_l + Zawa,

v=1 r=0

= Z bm,kvawav + Z bm;)»vﬂw leV 1+ Z b\, Z Ax,

n-1
. . = A .2 N _
= bDuphnd,, Ax, + E (bnvkvaw + bn,v+l)\v+lav+1,v) Ax,
v=1

+ Z Ax, Z buha

v=r+2

By considering the equality

n
Al A

E A, Ay = 8711/7

k=v

where §,, is the Kronecker delta, we have that

A~ Z’nv)w 21v+1 v
bnv)"va + bn V+l)\'V+laV+1 y= < — *t bn v+1)‘-v+1 -~ ~
avv ﬂvvav+1,v+l

_ bnv)\v bn,v+1)\v+1(6-lv+l,v - Zlv,v)

Ayy avvﬂv+l,v+l

bnv)\v bn,v+1)\v+1(ﬂv+l,v+1 + ﬂv+1,v - avv)

Ayy ﬂwﬂwl,wfl
Av(bm/)w) 2 Ayy — av+l,v
=—+ bn,wl)‘-wl -
Ayy ﬂvvawl,wl
and so
-1 n-1
< bnn "A v(bnv)hv) b —Ayily %
Ayn = E E n, v+1)\v+1 Axv
nn =1 ayy AyyAy+1,v+1
n-2 n
+ E Ax, E by,
r=0 v=r+2
Let
-1 n-1
b Ay) -a -
nn n nv v+1,v
Tn(l) = E A + E bn v+l)‘-v+17Axv’
nn =1 Ayy =1 AyyQAy+1,v+1

T,(2) = Z Ax, Z bt

v=r+2

(31)

Page 7 of 9
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Since
|T,) + T, < 2(| T | + | T.@)|")

to complete the proof of Theorem, it is sufficient to show that

o0
an—1|Tn(i)|k <oo fori=1,2.

n=1

Then

T,(1) = "4 T,(1)

n-1 "
nl,l bnn)m nl,% Av v v
Ann

oo
= E CvAxy,
v=1

Ayily
Ax + Vl E bn v+1)‘-v+1 Axv

=1 Ayy AyyAyi1,v+1

where
1-1 ¢ Av(buvrv) b,wx A=Ayl 1 e
n ( + bn v+1)"v+1 avvﬂv+1,_v+1 ), if1 <v<mn-1,
= Y11 b”"’\” ifv=mn,
Ann
0, ifv>n.
Now
-k _
Z‘Tn(l)’ <00  whenever Z |Ax,| < 00
is equivalently
[o.¢]
sup Z lew|* < 00 (32)
14
n=1

by Lemma. But it follows from conditions (20), (21) and (23) that

Z|cnv|k O(l)i k-1 + i n-

n=y n=v+l

bnn)" v(bnv)\v) 2 Ayy — ﬂv+1,v
+ bn,v+1}\v+1 -

avvﬂv+1,v+1

)
=0Q0) asv— oo.

Finally,

T,(2) =ik T,(2) = nl--ZAxr waa xv-deAxr,

v=r+2

where

-1 n [N .
noky o s bwa,h, ifO<r<mn-2,
dnr = .
0, ifr>n-2.
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Now

Z|Tn(2)|/< <00 whenever Z |Ax,| < 0o

is equivalently

o0
sup Z |d,r | < 00 (33)
r n=1

by Lemma. But it follows from conditions (21) and (24) that

oo o0 o0 k
D ddwl = 00) Y AT b, |
n=r+2 n=r+2 v=r+2
o0
= O(l) Z nk71|bn,r+1)"r+1|k
n=r+2
=0(1) asr— oo.
Therefore, we have
oo
S T, <00 fori=1,2.
n=1
This completes the proof of the Theorem. g
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