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Abstract

A fixed transformation are given for one-dimensional stationary processes in this
paper. Based on this, we propose a general filtering problem of stationary processes
with fixed transformation. Finally, on a stationary processes with no any additional
conditions, we get the spectral characteristics of PHW)E in the space L2(F(dA)), and
then we calculate the value of the best predict quantity Q of the general filtering
problem.
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1. Introduction

The Prediction theory is an important part of stationary processes, also linear filter
problems is an important part of Prediction theory. The linear filtering problem of
multidimensional stationary sequence and processes for a linear system are firsted stu-
died by Rosanov in [1], and then a series of general filter problem of stationary process
for a linear system are studied in [2-9]. Theoretically, this problem is a extend of the
classic prediction problem. But it has high practical value, it also widely applied in
communication, exploration, space technology and automatic control, etc.

2. Propose the problem
Let X(¢), t € R be (simple) wide stationary process. Let

Hyx = L{X(t), t € R}
Hx(t) = L{X(s), s<t, s€R}

Suppose the complex-value function b(t) statisfing the following conditions

1)
b(t) e L' [0, +00) NL2[0, +00) 2-1)
2)
b(t) for t<0 2-2)
Let
B(A) = c>Ob —irg 2-3
) / (e de 2-3)
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then B(4) is boundary values analytic function B(z) in the low half plane
We can obtain

B(A) #0, a.e. Leb

Let

E={}:B(3)=0}, E=(—o00, 00)—E 24
then

L(E) = 0
Let

o) = [0 X(e=as = [ UK -5

where U is the shift oprator of X(¢£) in the space Hy.

Then, for each £ € Hy
1) Find out the value of Q,
2

Q= _inf
SEH)((!)

/0 b (U Eds — &

2) Then, we will prove that
Q= 1P, — &II°
and solve the spectral characteristics of Pr, () in the space L*(Fx (dA)).

3. Main result
Let the random spectral measure of X(¢) is ®x (dA), and the spectral measure is Fy
(dA), the broad spectral measure which also named the spectral measure of absolutely
continuous part of F is fy(A).

The Lebesgue decomposition of Fy (dA) is

Fx(dxr) = fx(A)dxr + 8(dr) 3-1)
where the Lebesgue measure of d(dA) is singular, namely d(1) = ya(1)Fx (dA)
A C (—o00, 00), L(A)=0, A =(—00, 0) — A

Let
A = {h ch= /oo b(s)Uyds, y € Hx(t)} (3-2)
0

Obviously, At is linear set.

Lemma 1. Let X(¢), t € R is stationary processes, F (dA) and Z(dA) are spectral mea-
sure and random spectral measure respectively. YAL), (1) € L*(F), and |p(A)| < M, M
>0, where M is real number, we have
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H/_:f (})e(1)Z(d2)

<M Hf:f(x)Z(dx) ‘

Proof. According to the nature of the random integral, we have

[ soeezan|

1

-[ [ veserran |’

1
2

[/ vk woareran |

fML[:vun?me]%
- | [ seyzan)
Lemma 2.
L{A) = Hy(t) (3-13)

where L£(A;) is the linear closed manifold of A,.
Proof. V1 (7p), 79 < t, Let y = X(z0), we have y € Hy (£), and

n(w) = /Ooo b(s)U *yds = /Ooo b(s)U*X(1o)ds

namely, 1 (7o) € A, then
Hy (1) € L(A)

On the other hand, Vi € A, we have
o0
h= / b(s)U *yds
0

where y € Hx ().
my

Letz =Y aX(th), 0 <tk=1,2---,m, al, is complex number. Let
k=1

ly—zll = 0( — o0)

while
00 m 00
/ b(s)Uzids = Y ) / b(s)U™X(th)ds € Hy(t), 1=1,2, ---
0 k=1 0

Let, the spectral characteristics of y and z, are y,(4) and ¥ (1) in the space L*(Fy
(dA)) respectively. According to the equation (2-3)
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IB(A)| = ‘/OOO b(s)e”*ds

o0
< / 1b(s)lds = M
0
where M >0 is constant. According to the lemma 1, we get

h—/ b(s)U*zds
0

) /ooo b(s)U™*(y — z1)ds

) /O “bs) /_ Z e (Y (1) — vz (1)) P (d1)ds
i} /_ Z (0, (0) — ¥ (1) /0 " b(s)e dsoy (d2) ‘

_ / Z (¥(2) — ¥ (2))B(A) x(d2) “

< M “ [ Z W) - wzl(x))cbx(dk)H

:
- M[ / Z (1) - wzl(x)PF(dx)] ’
— Mlly =zl — 0 ( — o)

s0, h e H, (¢), namely
L{A;} C Hy(t)

Then, it shows the equation (3-3) is correct.
According to the lemma 2, we have

[o'e] 2
Q= _inf / b(s)U*¢ds — &
gEHx(t) 0
= inf ||h — &|?
heA,
. 2 (3—4)
hel{g[}llh |l
_ _ g2
_héz?f(t)”h &l
= ||Py, € — &II7

According to the equation (2-5) and (2-1), we get

n(t)

h b(s)X(t — s)ds = h b(s) h e Dy (dr)ds
J ST
/_ Z e [ /O h b(s)e"“ds} Oy (dr) = /_ : e B(L) dx(dr)

on the other hand

1= [ oy

According to the stochastic process spectral theorem and the Relevant function spec-
tral theorem, we have
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®,(dr) = B(»)Px(d)) (3-5)
F,(d*) = |B(A)|*Fx(dA) (3-16)
fuldn) = IB(1)Pfx(3) 3-7)

where @, (dA), Fy, (dA), f;(A) representative the random spectral measure, spectral
measure and broad spectral measure of 7(%).

Lemma 3. Let € Hy, & = £ + & where € H,, £ LH,, then

Q= IEIP + 1P, 5 — &I (3-8)
If, the wold decomposition of 1 (£)is

n(t) =n"(t) + (1)
and

=g v
where 1" is regular process, n°(¢) is singular process, and ETLS,,. e Sy

Sy = OHn(t), then

Q= [P + 1P — &I (3-9)
Proof. According to £ =% + £, £ € H,, £ LH,, S0

Pii, & = Pr, ()& + Pr, (€ = Pr,(0E
According to the equation (3-4),

1P, (€ — 117 = [IPy, % — (€ +E)II?
= I(Pu, € — &) — £I12

Q

also, according to EJ_(PHN)E—/S\), So
Q= I[P + 1P, € — &I

namely, the equation (3-8) is correct.
When 7 () have the wold decomposition, notice

&5 =Py, Hy(t) = Hy(t) ® S,

we get
Pi1,(0E" = Py, (Ps,E) = Ps & = & 3 - 10)
Pii,(0E" = Priy (& +Ps &' = Py, (nE" (3—11)
So

|I1Pr, (& — 112
= 1(Pu, & + P, & — (€7 + &)1
1Py, (9 — €117

Page 5 of 10



Li Journal of Inequalities and Applications 2011, 2011:68 Page 6 of 10
http://www.journalofinequalitiesandapplications.com/content/2011/1/68

Then, according to the equation (3-8), we get that the equation (3-9) is correct.

Lemma 4. Let e Hy, ¢ = g.;. E, where E c Hn,EJ_H,], w(A) is spectral characteristics
of ¢ in the space of L*(Fy (dA)), fp\()L) is spectral characteristics of E in the space of L*
(Fy (dA)), then

1) when ) ¢ E,
Yw(A) =¥ (AM)B(L), ae. Fx(d) (3-12)
2)
1R = [ )P (3-13)
E

Proof. 1) According to the given conditions, we have
¢ - f:w(mx(dx)
- [ Tmen- [ Tmsme)
0= [~ e - [ evBrex@)

So

G o0 - [ " g (0B Fx (d2)

—00

on the other hand
& n(=1) = E+£& n(-0) = E n(-1)
/ ¢ (1) IB(A) P Fx (d2)

—00

According to the Fourier transformation, we have
Y(M)B(L) = ¥ (L)IB(A)]2, ae. Fx(dh)
So, when ), ¢ E, we have
Y(2) = ¥(M)B(r), ae Fx(dn)
2) According to £ = + £, and £1%, Thus
1P = 1€ +E117 = 1EIP + €117
ENZ = 11E11% — 1IE11?
- [ wered - [ B0RE @)
- [ R - [ 6 BeRR@)
- [ PR @)+ [ 0P @) ~ [ GITOIE 1BG)PR)

- / ¥ O P () = /E 1 (1) Fx(d)
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namely, the equation (3-13) is correct.

Theorem. Let S € Hy, £ = §+ E, where E €H, EJ_H,], w(A) representative the spec-
tral characteristics of & in the space of L*(Fyx (dA)), {//\(A) representative the spectral
characteristics of E in the space of L2(Fn (dA)). Then

1) When ‘°§{§9) ¢ L' (—o0, 00)

Q- [ WPE(@) (3-14)
E
now the spectral characteristics of PHW)%‘ in the space of L*(Fy (dA)) is
~ 0, A €E,
Y(r) = a.e. Fx(d)) (3—15)
¥(A), A € E.

2) When 10?{’;(2” € LY (—o0, 00)

o0
Q= [WoIrE @)+ [ lo-9Pas (3-16)
E t
now the spectral characteristics of PH,,(t)f in the space of L*(Fy (dA)) is
0, A €E,
O R B (3-17)
e o(s)ds
ro) , A€ EA

where b(t), B(A), n(t), E and A is decided by the equation (2-1), (2-2), (2-3), (2-5), (2-
4) and (3-1) respectively. Where T'(1) is the maximal factor boundary values of the
spectral density f;,(A), ¢(4) is the Fourier transformation of @(A)F(A), where 1'/7()\) is
determined by equation (3-12) and fp\(A) = (1)/B(r) ae. L.

Proof. 1) When 1°51”ﬁ(2” ¢ L'(—o0, 00). According to

fo(A) = IBO)Pfx(2) (3 — 18)

log [B(1)| € L'(—o0, 00) (3-19)
we know that

logf, (%)

Lag2 FL(=00 o)

Thus, n(¢) is singular process. So
Hy =S,
P, )& = Pu,§ = Ps,§ =§
According to (3-8)

Q- ||g||2=ﬁ|1/f()“)|2Fx(d)\)-
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On the other hand
Pii,(§ = Pri, (€ +8) = Pu,§ =Ps,E =&

The spectral characteristics of . Hnmé in the space LX(Fy (d))) is
(1) =¥ (1)B(A), ae Fx(dh)

According to the equation (3-12), we get

0, A €EE,
V(X = ae. Fx(d:r)
¥(A), A €E,

2) When lofﬁ(z’\)eLl(—oo, o0), according to (3-18) and (3-19), we

getlo8h ()

oy e LY (—o0, 00).

It shows that 7(¢) is non-singular process, so 7(¢) has regular singular decomposition,
and it consistent with Lebesgue-Gramer decomposition. Let the decomposition equa-
tion is

n(t) =n"(t) +n’(t)
where 1 "(¢) is regular process, 1 *(¢) is singular process
n'(t) = / e @, (dr) = / e x A (M) D, (d1)
—00 —00
n'(t) = / e d,s(dr) = / e xa(\)®,(dr)
—0o0 —0o0
Let V (ds) is basic cross stochastic measure, namely
00 Lkt _ ikl
V(A1) = f T A
o0 A
where A; = (t, t,], stochastic measure A(dA) = F(A)d) r(dX), Thus
t
0= [ ce-9v
when C(s) = 211 > €**I"(1)d, and I'(A) satisfate the follow conditions

L irer

o=,

also I'(A) is the boundary values of the lower half plane maximum analytic functions

I'(z), notice

AMAM¢MM—/ J (1), (1)

[
88

88

AMMM%MM—/ 7 (1), (d)

#- [
f (MT(A)A(dr)
e[
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Let ¢(s) is the Fourier transforation of 1}\ (AT (1), namely
1 [® o~
= Sy (AT (A)da
0=, [ ETre
According to the Fourier transformation of random measure
~ oo —~ oo oo i
B - / FIT()A(d) = / / e Mg (s)ds A (dR)
—00 —00 J —00
[o.¢] o0 i o0
= / / M p(—s)dsA(dr) = / o(—s)V(ds)

Thus

o Pr, & = ' @(—s)V(ds)
1P, 0" = ETIP = || [ o(=s)V(ds)| = [ lo(—s)I%ds

According to the equation (3-9), we get
Q= [Pk« [ 1es)Pa
t

According to the Lemma 3

Pri, 0 = Pri,(0€ = Pri, (08 + P, (0E" = Priy (o€ + &

notice
Pusof = [ oovi@ = [ [ [ eosa]aa
NI
[T o] ammesa@)
2= [ Imnmen = [ 10000
Thus

Pugor = [ | [ e o 1) a0+ T (0] extan

So, the spectral characteristics of P H,,(t)é in the space of L*(Fy (dA)) is

0, L€eE
J(A) - w(k}, v A € EA
B(3) 5 e75g(s)ds
re) , A€ EA

4. Conclusions

A fixed transform is given which based on one-dimensional a stationary processes in
this paper. Also, we propose a general filtering problem. Then, in the space of L*(Fx

(d))), we get the spectral characteristics of P H,,(t)g with no any additional conditions.

Finally, we calculate the value of the best predict quantity of the general filtering

problem.

Page 9 of 10
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