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Abstract
This work is concerned with periodic systems dependent on parameters and investigates differentiability with respect to parameters of the periodic solutions of the systems. Some challenging situations arise from a hyperbolic type of periodic boundary value problem. Using some auxiliary operators and applying semigroup theory and a fixed point theorem, we are able to handle these cases and obtain the results on the existence and differentiability with respect to parameters of periodic solutions. The application of the obtained abstract results to a periodic boundary value problem is discussed at the end of the article.

AMS Subject Classification: 47D62; 45K05; 35L20.

Keywords: C₀-semigroup, periodic system, parameter, differentiability

1 Introduction
Our recent work [1] studied the following periodic system dependent on parameter:

\[
\frac{dz(t)}{dt} = A(\varepsilon)z(t) + f(t, z(t), \varepsilon),
\]

\[
z(0) = z_0.
\]

(1.1)

and obtained a set of results for the existence of periodic solutions and the differentiability with respect to parameter \( \varepsilon \) of such solutions. Those results are effectively applied to parabolic type of periodic systems. The operator of such systems generates an analytic \( C_0 \)-semigroup \( T(t, \varepsilon) \), which possesses some nice properties such as (a) the \( C_0 \)-semigroup \( T(t, \varepsilon) \) satisfies the contraction condition; (b) the \( C_0 \)-semigroup \( T(t, \varepsilon) \) is differentiable with respect to parameter \( \varepsilon \) on the entire space (see [2] for details). And these two properties are the key for determining the existence and differentiability with respect to parameter of the periodic solution. Hence, the conditions of the obtained theorems in [1] are proposed for determining that the system has these two properties.

However, we observe that some hyperbolic types of equations do not have the above-mentioned properties. Take, for example, a wave equation with forced and damped boundary conditions:

\[
\begin{align*}
\mu u_t(t, 0) - \gamma u_x(0, t) = f_1(t), \\
\delta u_t(1, t) + \gamma u_x(1, t) = f_2(t),
\end{align*}
\]

\[
u_t(1, t) = u_{xx}
\]

\[
u(0, 0) = u_0(x), \quad u_t(0, \varepsilon) = u_1(x) \text{ for } x \in [0, 1]
\]

\[
u_t(0, t) = f_1(t), \quad \mu, \gamma, \delta > 0,
\]

(1.2)
where \( f_1(t) \) and \( f_2(t) \) are both \( \rho \)-periodic and continuously differentiable. Notice that the boundary conditions contain three scalars \( \mu, \gamma \) and \( \delta \). These scalars are considered as parameters because they may vary as the environment of the system changes. Reforming (1.2) (see Section 5 for details), we have the following periodic boundary value problem:

\[
\begin{align*}
\ddot{u}_1 &= \ddot{u}_x + \gamma^{-1} f_1(t) - x\delta^{-1} f_2'(t), \\
\ddot{u} &= \ddot{u}_x + \delta^{-1} f_2(t) + (1 - x)\gamma^{-1} f_1'(t), \\
\mu \ddot{u}(0, t) - \gamma \bar{w}(0, t) &= 0, \\
\delta \ddot{u}(1, t) + \gamma \bar{w}(1, t) &= 0, \\
\end{align*}
\]

Further, the associated abstract equation of (1.3) is given by

\[
\frac{dz(t)}{dt} = A(\varepsilon)z(t) + F(t, \varepsilon), \\
z(0) = z_0
\]

on \( X = L^2[0,1] \times L^2[0,1] \), where

\[
A(\varepsilon) = \begin{bmatrix} 0 & \frac{\partial x}{\partial x} \\ \frac{\partial x}{\partial x} & 0 \end{bmatrix}, \quad \varepsilon = (\mu, \gamma, \delta) \in \mathbb{R}_+^3, \\
zu
\]

\[
D(A(\varepsilon)) = \left\{ \begin{bmatrix} \bar{u} \\ \bar{w} \end{bmatrix} \in \prod_{i=1}^2 H^1[0,1] \left| \mu \bar{u}(0) = \gamma \bar{w}(0), \delta \bar{u}(1) = -\gamma \bar{w}(1), \mu, \gamma, \delta > 0 \right. \right\},
\]

\[
F(t, z, \varepsilon)_x = \begin{bmatrix} \gamma^{-1} f_1(t) - x\delta^{-1} f_2'(t) \\ \delta^{-1} f_2(t) + (1 - x)\gamma^{-1} f_1'(t) \end{bmatrix}.
\]

By examining Equation 1.4, we see that (a) \( F \) is a \( \rho \)-periodic function, (b) \( \varepsilon \) is a multi-parameter, (c) \( A(\varepsilon) \) is linear and densely defined, and (d) the operator \( A(\varepsilon) \) has a variable domain (i.e. the domain of the operator \( D(A(\varepsilon)) \) is dependent on the parameter \( \varepsilon \)). Furthermore, we notice that (a) the operator \( A(\varepsilon) \) generates a \( C_0 \)-semigroup \( T(t, \varepsilon) \), which is not a contraction operator but it becomes eventually contracting, that is \( ||T(t, \varepsilon)|| \leq k < 1 \) for some integer \( N \) with \( Np < t_0 \) and all \( \varepsilon \in P \) (see Section 5 for details); (b) the existing results on differentiability with respect to parameters of non-analytic \( C_0 \)-semigroup are not on the entire space [3]. It is not easy to obtain the smoothness property on the entire space.

Being motivated by this example, we investigate these challenging and interesting phenomena and aim for obtaining the existence and differentiability with respect to parameter of the periodic solution of (1.1). In order to treat the situation that \( T(t, \varepsilon) \) is not a contraction operator (but it becomes eventually contracting), we construct some auxiliary operator and show that it is contracting. With some suitable restriction on \( f \), we can weaken the condition about smoothness property of results obtained in [1], and just require the differentiability on the domain of the operator. Further, by applying a fixed point theorem, we are able to show that the periodic system (1.1) has a unique periodic solution and it is (Frechét) differentiable with respect to parameter.

The semigroup theory indicates that, when \( A(\varepsilon) \) generates a \( C_0 \)-semigroup \( T(t, \varepsilon) \), the weak solution of (1.1) can be expressed in terms of the \( C_0 \)-semigroup \( T(t, \varepsilon) \):

\[
z(t, \varepsilon) = T(t, \varepsilon)z_0 + \int_0^t T(t - s, \varepsilon)f(s, z(s, \varepsilon), \varepsilon)ds.
\]
Clearly, the differentiability with respect to parameter \( \varepsilon \) of the \( C_0 \)-semigroup \( T(t, \varepsilon) \) is critical in determining the differentiability with respect to parameter \( \varepsilon \) of the solution \( z(t, \varepsilon) \) of (1.1). Hence, our previous works [2,3], and reference therein have focused on the differentiability with respect to parameter \( \varepsilon \) of the semigroup \( T(t, \varepsilon) \). A series of results have been obtained on this topic. Especially, some of these results are very conveniently and effectively applied to the case of the variable domain of the operator. Thus, in this article, we can just assume that the \( C_0 \)-semigroup \( T(t, \varepsilon) \) has such smoothness property and apply some of these existing results to prove the differentiability with respect to parameter \( \varepsilon \) of the periodic solution of (1.1).

This article is organized as follows. In Section 2, we state some differentiability results, a fixed point theorem, and some related theorems. These results will be used in later sections. In Section 3, we study a special case of Equation 1.1

\[
\begin{align*}
    z' &= A(\varepsilon)z + f(t, \varepsilon), \\
    z(0) &= z_0,
\end{align*}
\]

where \( f(t + \rho, \varepsilon) = f(t, \varepsilon) \) for some \( \rho > 0 \), and \( f(t, \varepsilon) \) is continuous in \((t, \varepsilon) \in \mathbb{R} \times P\). Using an auxiliary operator and apply a fixed point theorem, we are able to prove that (1.5) has a unique periodic solution, and it is continuously (Frechét) differentiable with respect to parameter. In Section 4, we will use the fixed point theorem as a tool and apply the results obtained from Section 3 to obtain the desired results for Equation 1.1. In Section 5, we will discuss the application of obtained abstract results to periodic boundary value problem (1.2) and use this example to illustrate the obtained abstract results.

## 2 Preliminaries

In this section, we present some existing theorems that will be used in later proofs. We start by giving a result on differentiability with respect to parameters.

Consider the abstract Cauchy problem (1.1) where \( A(\varepsilon) \) is a closed linear operator on a Banach space \((X, || \cdot ||)\) and \( \varepsilon \in P \) is a multiparameter (\( P \) is an open subset of a finite-dimensional normed linear space with norm \( || \cdot || \)). Let \( T(t, \varepsilon) \) be the \( C_0 \)-semigroup generated by the operator \( A(\varepsilon) \). For further information on \( C_0 \)-semigroup, see [4].

**Assumption Q.** Let \( \varepsilon_0 \in P \) be given. Then, for each \( \varepsilon \in P \), there exist bounded operators \( Q_1(\varepsilon), Q_2(\varepsilon) : X \to X \) with bounded inverses \( Q_1^{-1}(\varepsilon) \) and \( Q_2^{-1}(\varepsilon) \), such that \( A(\varepsilon) = Q_1(\varepsilon)A(\varepsilon_0)Q_2(\varepsilon) \).

Note that if \( A(\varepsilon_1) = Q_1(\varepsilon_1)A(\varepsilon_0)Q_2(\varepsilon_1) \), then

\[
    A(\varepsilon) = Q_1(\varepsilon)Q_2^{-1}(\varepsilon_1)Q_1(\varepsilon_1)A(\varepsilon_0)Q_2(\varepsilon_1)Q_2^{-1}(\varepsilon_1)Q_2(\varepsilon)
    = Q_1(\varepsilon)A(\varepsilon_1)Q_2(\varepsilon).
\]

Thus, having such a relationship for some \( \varepsilon_0 \) implies a similar relationship at any other \( \varepsilon_1 \in P \). Without loss of generality then, we may just consider the differentiability of the semigroup \( T(t, \varepsilon) \) at \( \varepsilon = \varepsilon_0 \in P \). In the sequel, we consider all differentiability at \( \varepsilon = \varepsilon_0 \in P \).

**Theorem 2.1.** [3] Assume Assumption Q and that
(2.1) \(Q_i(\varepsilon)x\) and \(Q_i^{-1}(\varepsilon)x\) are continuously (Frechét) differentiable with respect to \(\varepsilon\) for \(x \in X, i = 1, 2\). Then, for each \(x \in D(A(\varepsilon_0))\), the \(C_0\)-semigroup \(T(t, \varepsilon)x\) is continuously (Frechét) differentiable at \(\varepsilon = \varepsilon_0\) for \(\varepsilon_0 \in P\). In particular,

\[
[D_t T(t, \varepsilon)x|_{t=\varepsilon_0} = [D_t Q_2^{-1}(\varepsilon_0)][D_t T(t, \varepsilon)x|_{t=\varepsilon_0}]
+ Q_2^{-1}(\varepsilon_0)[D_t Q_2(\varepsilon)x|_{t=\varepsilon_0}].
\]

**Theorem 2.2.** [5] Assume Assumption Q and that

(2.2) there are constants \(M \geq 1\) and \(\omega \in R\) such that

\[
\left\| (\lambda I - A(\varepsilon))^n \right\| \leq \frac{M}{(\lambda - \omega)^n} \quad \text{for} \quad \lambda > \omega, n \in N \quad \text{and} \quad \varepsilon \in P.
\]

(2.3) \(Q_i(\varepsilon)x\) and \(Q_i^{-1}(\varepsilon)x\) are continuous in \(\varepsilon\) for \(x \in X, i = 1, 2\).
Then, \(C_0\)-semigroup \(T(t, \varepsilon)\) generated by \(A(\varepsilon)\) is strongly continuous at \(\varepsilon_0\), and the continuity is uniform on bounded \(t\)-intervals. In particular, for any \(h \in P\) with \(\varepsilon_0 + h \in P\), and any \(t_0 \in [0, \infty)\),

\[
\sup_{0 \leq t \leq t_0} ||T(t, \varepsilon_0 + h)x - T(t, \varepsilon_0)x|| = o(1) \quad \text{as} \quad |h| \to 0 \quad \text{for each} \quad x \in X.
\]

Now, we state a fixed point theorem from [6].

**Definition 2.3.** [6, p. 6] Suppose \(\mathcal{F}\) is a subset of a Banach space \((\mathcal{X}, \cdot, |\cdot|), \mathcal{G}\) is a subset of a Banach space \(\mathcal{Y}\), and \(\{T_t, y \in \mathcal{G}\}\) is a family of operators taking \(\mathcal{F} \to \mathcal{X}\).
The operator \(T_y\) is said to be a uniform contraction on \(\mathcal{F}\) if \(T_y : \mathcal{F} \to \mathcal{F}\), and there is a \(\lambda, 0 < \lambda < 1\) such that

\[
|T_yx - T_y\bar{x}| \leq \lambda |x - \bar{x}| \quad \text{for all} \quad y \in \mathcal{G}, \quad x, \bar{x} \in \mathcal{F}.
\]

**Theorem 2.4.** [6, p. 7] If \(\mathcal{F}\) is a closed subset of a Banach space \(\mathcal{X}\), \(\mathcal{G}\) is a subset of a Banach space \(\mathcal{Y}\), \(T_y : \mathcal{F} \to \mathcal{F}, \dagger\) in \(\mathcal{G}\) is a uniform contraction on \(\mathcal{F}\), and \(T_yx\) is continuous in \(y\) for each fixed \(x \in \mathcal{F}\), then the unique fixed point \(g(y)\) of \(T_y\) in \(\mathcal{G}\), is continuous in \(y\). Furthermore, if \(\mathcal{F}, \mathcal{G}\) are the closures of open sets \(\mathcal{F}^0, \mathcal{G}^0\), and \(T_yx\) has continuous first derivatives \(A(x,y), B(x,y)\) in \(y,x\), respectively, for \(x \in \mathcal{F}^0, \dagger \in \mathcal{G}^0\), then \(g(y)\) has a continuous first derivative with respect to \(y\) in \(\mathcal{G}^0\).

**Theorem 2.5.** [7, p. 167] Let \(f\) be a continuous mapping of an open subset \(\Omega\) of \(E\) into \(F\). \(f\) is continuously (Frechét) differentiable in \(\Omega\) iff \(f\) is (Frechét) differentiable at each point with respect to the \(i\)th \((i = 1, 2, ..., n)\) variable, and the mapping \((x_1, ..., x_n) \to Df(x_1, ..., x_n)(\text{of} \Omega \to B(\mathbb{E}, \mathcal{F}))\) is continuous in \(\Omega\). Then, at each point \((x_1, ..., x_n)\) of \(\Omega\), the derivative of \(f\) is given by

\[
Df(x_1, ..., x_n) \cdot (t_1, ..., t_n) = \sum_{i=1}^{n} Df(x_1, ..., x_n) \cdot t_i, \quad (t_1, ..., t_n) \in E.
\]

**Lemma 2.6.** Let \(B \in B(\mathcal{X}, \mathcal{Y})\). If \(||B|| \leq \alpha\), then \((I - B)^{-1}\) exists, and

\[
(I - B)^{-1} = \sum_{k=0}^{\infty} B^k.
\]

Moreover, \(\left\| (I - B)^{-1} \right\| \leq \frac{1}{1 - \alpha} \).
**Proof.** The proof is standard and is omitted here.

### 3 Results on Equation 1.5

The goal of this section is to obtain the existence and differentiability with respect to parameter of the unique periodic solution of (1.5), which is a special case of Equation 1.1. As noted in Section 2, without loss of generality, we may just consider the differentiability of the weak solution of (1.5) can be expressed in terms of the domain of the operator. Thereby, in this section, we will assume that \( T(t, \varepsilon) \) holds the smoothness property with respect to parameter \( \varepsilon \).

According to the semigroup theory, when \( A(\varepsilon) \) generates a \( C_0 \)-semigroup \( T(t, \varepsilon) \), the weak solution of (1.5) can be expressed in terms of the \( C_0 \)-semigroup \( T(t, \varepsilon) \):

\[
z(t, \varepsilon) = T(t, \varepsilon)z_0 + \int_0^t T(t-s, \varepsilon)f(s, \varepsilon)\,ds.
\]

To show that there is a unique \( \rho \)-periodic solution which is continuously (Frechét) differentiable with respect to parameter \( \varepsilon \), it suffices to show that the operator \( K(\varepsilon) \) has a unique fixed point with smoothness property with respect to parameter \( \varepsilon \) where

\[
K(\varepsilon)z = T(\rho, \varepsilon)z + \int_0^\rho T(\rho-s, \varepsilon)f(s, \varepsilon)\,ds.
\]

As noted in the Introduction section, the example (Equation 1.2) suggests that the \( C_0 \)-semigroup \( T(t, \varepsilon) \) is not contracting, but it is eventually contracting, that is \( \| T(N\rho, \varepsilon) \| \leq k < 1 \) for some integer \( N \) with \( N\rho < \varepsilon \) and all \( \varepsilon \in P \) (see Section 5 for details).

To handle this situation, we consider the \( N \)-th-iterate, \( K^N(\varepsilon) \). We first note that \( K^N(\varepsilon) \) is a uniform contraction on \( X \). In fact, note that

\[
K^N(\varepsilon)z = T(N\rho, \varepsilon)z + \int_0^{N\rho} T(N\rho-s, \varepsilon)f(s, \varepsilon)\,ds
\]

and then, for all \( \varepsilon \in P \) and \( z_1, z_2 \in X \),

\[
\| K^N(\varepsilon)z_1 - K^N(\varepsilon)z_2 \| = \| T(N\rho, \varepsilon)(z_1 - z_2) \| \\
\leq \| T(N\rho, \varepsilon) \| \cdot \| z_1 - z_2 \| \leq k \| z_1 - z_2 \| \quad \text{(since } \| T(N\rho, \varepsilon) \| \leq k < 1).}
\]

Further, if the operator \( K^N(\varepsilon) \) has a fixed point, say \( z_0(\varepsilon) \) with the smoothness property with respect to \( \varepsilon \), then \( z_0(\varepsilon) \) is also the fixed point of \( K(\varepsilon) \). To this end, we just need to show that the operator \( K^N(\varepsilon) \) has a fixed point with the smoothness property with respect to parameter \( \varepsilon \).

We want to apply the fixed point theorem (Theorem 2.4) to obtain the desired result. Let us begin with the following lemma.

**Lemma 3.1.** Assume that

1. \( T(t, \varepsilon)z \) is continuous in \( \varepsilon \) for each \( z \in X \), and \( T(t, \varepsilon)z \) is continuously (Frechét) differentiable with respect to \( \varepsilon \) for each \( z \in D(A(\varepsilon_0)) \).
2. \( f(t, \varepsilon) \) is continuously (Frechét) differentiable with respect to \( \varepsilon \) and \( f(t, \varepsilon) \in D(A(\varepsilon_0)) \).

Then,

1. \( T(t-s, \varepsilon)f(s, \varepsilon) \) is continuously (Frechét) differentiable with respect to \( \varepsilon \) for \( t-s \), \( s \in [0, \rho] \). In particular, for any \( \varepsilon_0 \in P \),
\[
\left[D_xT(t - s, \varepsilon)f(s, \varepsilon)\right]|_{s=0} = \left[D_xT(t - s, \varepsilon)f(s, \varepsilon_0) + T(t - s, \varepsilon_0)[D_xf(s, \varepsilon)]\right]|_{s=0}.
\]

(b) \[
D_x \left[\int_0^\rho T(N\rho - s, \varepsilon)f(s, \varepsilon)\,ds\right] = \int_0^\rho [D_xT(N\rho - s, \varepsilon)f(s, \varepsilon)]\,ds.
\]

**Proof.** The proof of Part (a) is similar to the argument in [1, Theorem 3.4] and is omitted here.

To prove Part (b), according to Theorem 2.5, it suffices to show that
\[
D_xi \left[\int_0^\rho T(N\rho - s, \varepsilon)f(s, \varepsilon)\,ds\right] = \int_0^\rho [D_xiT(N\rho - s, \varepsilon)f(s, \varepsilon)]\,ds \quad (i = 1, \ldots, n).
\]

The rest of the proof is similar to the argument in [1, Theorem 3.4] and is also omitted here.

**Theorem 3.2.** Assume that (3.1) and (3.2) are satisfied and support that
(3.3) \(||T(N\rho, \varepsilon)|| \leq k < 1\) for some integer \(N\) with \(N\rho < t_0\) and all \(\varepsilon \in P\).

Then, there exists a unique \(\rho\)-periodic solution of (1.5), say \(z(x, \varepsilon)\), which is continuously (Frechét) differentiable with respect to \(\varepsilon\) for \(\varepsilon \in P\).

**Proof.** We will apply the fixed point theorem–Theorem 2.4 to show that the operator \(K^N(\varepsilon)\) has \(z_0(\varepsilon)\) as the fixed point, and \(z_0(\varepsilon)\) is continuously (Frechét) differentiable with respect to \(\varepsilon\).

Note that the operator \(K^N(\varepsilon)\) has the following properties.

(i) \(K^N(\varepsilon)\) is defined on the Banach space \((X, |||)\).

(ii) \(K^N(\varepsilon)\) is a uniform contraction on \(X\).

In fact, for all \(\varepsilon \in P\) and \(z_1, z_2 \in X\),
\[
\|K^N(\varepsilon)z_1 - K^N(\varepsilon)z_2\| = \|T(N\rho, \varepsilon)(z_1 - z_2)\|
\leq \|T(N\rho, \varepsilon)\| \cdot ||z_1 - z_2|| \leq k \|z_1 - z_2\| \quad (\text{since } \|T(N\rho, \varepsilon)\| \leq k < 1).
\]

(iii) \(K^N(\varepsilon)z\) is continuous in \(\varepsilon\) for each fixed \(z \in X\). (For the detailed proof, see Theorem 3.2 from [5].)

Applying Theorem 2.4, we have that \(z_0(\varepsilon)\) is the fixed point of \(K^N(\varepsilon)\).

Further, it is clear that the first derivative of \(K^N(\varepsilon)z\) with respect to \(\varepsilon\)
\[
D_\varepsilon K^N(\varepsilon)z = T(N\rho, \varepsilon)
\]
is continuous in \(\varepsilon\). It is also clear from Lemma 3.1 that the first derivative of \(K^N(\varepsilon)z\) with respect to \(\varepsilon\) has the form
\[
[D_\varepsilon K^N(\varepsilon)z] = D_\varepsilon [T(N\rho, \varepsilon)z] + \int_0^\rho [D_\varepsilon T(N\rho - s, \varepsilon)f(s, \varepsilon)]\,ds.
\]

By Assumptions (3.1) and (3.2) we can use the similar argument as that in Lemma 3.1–Part (a) to show that \([D_\varepsilon T(\rho - s, \varepsilon)f(s, \varepsilon)]\) is continuous at \(\varepsilon = \varepsilon_0\) and thereby \(\int_0^\rho [D_\varepsilon T(\rho - s, \varepsilon)f(s, \varepsilon)]\,ds\) is continuous at \(\varepsilon_0\).

Thus, \([D_\varepsilon K^N(\varepsilon)z]\) is continuous in \((z, \varepsilon)\).

Now, all conditions of Theorem 2.4 are satisfied. It follows from Theorem 2.4 that there exists a fixed point \(z_0(\varepsilon)\) of operator \(K^N(\varepsilon)\), which is continuously (Frechét)
differentiable with respect to \( \varepsilon \). As noted at the beginning of the section, \( z_0(\varepsilon) \) is the fixed point of operator \( K(\varepsilon) \).

Finally, using a similar argument as that in Lemma 3.1, we can show that \( T(t, \varepsilon)z_0(\varepsilon) \) and \( \int_0^t T(t - s, \varepsilon)f(s, \varepsilon) \, ds \) are continuously (Fréchet) differentiable with respect to \( \varepsilon \). Thus,

\[
z(t, \varepsilon) = T(t, \varepsilon)z_0(\varepsilon) + \int_0^t T(t - s, \varepsilon)f(s, \varepsilon) \, ds
\]

is continuously (Fréchet) differentiable with respect to \( \varepsilon \) for \( \varepsilon \in P \).

Now, we present a theorem that is convenient in application since some assumption is posed on the operator \( A(\varepsilon) \) instead of the \( C_0 \)-semigroup \( T(t, \varepsilon) \).

**Theorem 3.3.** Assume that Assumption Q, (3.2) and (3.3) are satisfied and suppose that (3.4) \( Q(\varepsilon)x \) and \( Q^{-1}(\varepsilon)x \) are continuously (Fréchet) differentiable with respect to \( \varepsilon \) for \( x \in X \), \( i = 1, 2 \).

Then, there exists a unique \( \rho \)-periodic solution of (1.5), say \( z(t, \varepsilon) \), which is continuous in \( \varepsilon \) for \( \varepsilon \in P \).

**Proof.** This is an immediate result from Theorems 2.1, 2.2, and 3.2.

### 4 Results on Equation 1.1

In this section, we will discuss the general Equation 1.1

\[
\frac{dz(t)}{dt} = A(\varepsilon)z(t) + f(t, z(t), \varepsilon),
\]

\[
z(0) = z_0.
\]

With the aid of semigroup theory, we are able to construct suitable operators. Applying a fixed point theorem, we obtain the existence and differentiability with respect to parameter of the unique periodic solution of (1.1).

**Lemma 4.1.** Assume that (3.1) and (3.3) are satisfied. Then, \((I - T(N \rho, \varepsilon))^{-1}z\) is continuously (Fréchet) differentiable with respect to \( \varepsilon \) for each \( z \in D(A(\varepsilon_0)) \).

**Proof.** First note that from (3.3), we see that \((I - T(N \rho, \varepsilon))^{-1}\) exists by Lemma 2.6. Also,

\[
\left\| (I - T(N \rho, \varepsilon))^{-1} \right\| \leq \frac{1}{1 - k} \leq H.
\]

Next consider the operator defined on \( X \):

\[
j(\varepsilon)z = T(N \rho, \varepsilon)z + y \quad \text{where } y \text{ is a given point in } X.
\]

Then, we have

\[
\left\| j(\varepsilon)z_1 - j(\varepsilon)z_2 \right\| \leq \left\| T(N \rho, \varepsilon) \right\| \cdot \left\| z_1 - z_2 \right\| \leq k \| z_1 - z_2 \|,
\]

so \( j(\varepsilon) \) is a uniform contraction. Also, it is obvious that \( j(\varepsilon)z \) is continuous in \( \varepsilon \) by (3.1). Therefore, from Theorem 2.4, it follows that there is a unique fixed point of \( j(\varepsilon) \), say \( z(\varepsilon) \).

Furthermore, since

\[
D_z j(\varepsilon)z = D_z T(N \rho, \varepsilon)z \quad \text{for } z \in D(a(\varepsilon_0)),
\]

\[
D_{\varepsilon} j(\varepsilon)z = T(N \rho, \varepsilon),
\]
which clearly satisfy the conditions of Theorem 2.4, so by Theorem 2.4 we have

\[ z(\varepsilon) = (I - T(N, \varepsilon))^{-1} y \]

is continuously (Frechét) differentiable with respect to \( \varepsilon \).

Let \( PC[R, \rho] = \{ g \in C(R) \mid g(t + \rho) = g(t) \} \).

Consider the equation

\[
\begin{align*}
z(t)' &= A(\varepsilon)z(t) + f(t, g(t), \varepsilon), \\
z(0) &= z_0
\end{align*}
\]

(4.2)

on a Banach space \((X, || \cdot ||)\), where \( f(t + \rho, g, \varepsilon) = f(t, g, \varepsilon) \) for some \( \rho > 0 \) and \( g \in PC[R, \rho] \), and \( f(t, g, \varepsilon) \) is continuous in \((t, g, \varepsilon) \in R \times PC[R, \rho] \times P\).

**Lemma 4.2.** Assume that (3.3) is satisfied and suppose that

\[
T(t, \varepsilon)z \text{ is continuous in } \varepsilon \text{ for } z \in X, \text{ and it is continuously (Frechét) differentiable with respect to } \varepsilon \text{ for each } z \in D(A(\varepsilon_0)).
\]

Moreover, for any \( \varepsilon_0 \in P \), there is some \( \delta(\varepsilon_0) > 0 \) such that \( \varepsilon \in B(\varepsilon_0, \delta(\varepsilon_0)) \)

\[ ||D_t T(t, \varepsilon)z|| \leq \tilde{H}(\varepsilon_0) ||z|| \text{ for some } \tilde{H}(\varepsilon_0) > 0 \text{ and } t \in [0, \rho]. \]

(4.3) \( f(t, z, \varepsilon) \) is continuously (Frechét) differentiable with respect to \( \varepsilon \) and \( f(t, z(t), \varepsilon) \in D(A(\varepsilon_0)) \).

Then, there exists a unique \( \rho \)-periodic solution of (4.2), say \( z(t, \varepsilon, g) \), which is continuously (Frechét) differentiable with respect to \( \varepsilon \) for \( \varepsilon \in P \). Also,

\[ z(0, \varepsilon, g) = (I - T(N, \varepsilon))^{-1} \int_0^\rho T(N - s, \varepsilon)f(s, g(s), \varepsilon) \, ds, \]

which is continuously (Frechét) differentiable with respect to \( \varepsilon \).

**Proof.** Let \( F(t, \varepsilon) = f(t, g(t), \varepsilon) \). Then, \( F(t + \rho, \varepsilon) = F(t, \varepsilon) \). Also, it is obvious that \( F(t, \varepsilon) \) satisfies (3.2). Equations 4.3 and 4.4 indicate other conditions of Theorem 3.2 are satisfied. Therefore, it follows from Theorem 3.2 that there is a unique \( \rho \)-solution \( z(t, \varepsilon, g) \) of Equation 4.2, which is continuously (Frechét) differentiable with respect to \( \varepsilon \). In particular, \( z(0, \varepsilon, g) \) is continuously (Frechét) differentiable with respect to \( \varepsilon \). Moreover, using the same argument as that in the proof of Theorem 3.2, we see that

\[ z(0, \varepsilon, g) = T(N, \varepsilon)z(0, \varepsilon, g) + \int_0^\rho T(N - s, \varepsilon)f(s, g(s), \varepsilon) \, ds, \]

Thus,

\[ z(0, \varepsilon, g) = (I - T(N, \varepsilon))^{-1} \int_0^\rho T(N - s, \varepsilon)f(s, g(s), \varepsilon) \, ds, \]

which is continuously (Frechét) differentiable with respect to \( \varepsilon \) by Lemma 4.1.

Define \( J_1(\varepsilon) : PC[R, \rho] \to PC[R, \rho] \) by

\[ J_1(\varepsilon)g(t) = T(t, \varepsilon)z(0, \varepsilon, g) + \int_0^t T(t - s, \varepsilon)f(s, g(s), \varepsilon) \, ds. \]

**Lemma 4.3.** Assume (3.3) and that
(4.5) \( T(t, \epsilon)z \) is continuous in \( \epsilon \) for \( z \in X \), and
\[
\|T(t, \epsilon)\| \leq M(t_0)
\]
for some \( M(t_0) > 0 \) and all \( \epsilon \in P, t \in [0, t_0] \).

(4.6) \( ||f(t, z_1, \epsilon) - f(t, z_2, \epsilon)|| \leq L(\epsilon)||z_1 - z_2|| \), where \( L(\epsilon) \) is continuous in \( \epsilon \in P \) and \( L(0) = 0 \).

(4.7) \( f_2(t, g, \epsilon) = \frac{\partial}{\partial \epsilon} f(t, g, \epsilon) \) is continuous in \((t, g, \epsilon)\).

Then, the operator \( f_1(\epsilon) \) has a unique fixed point \( g(\cdot, \epsilon) \in PC[R, \rho] \) which is continuously (Frechét) differentiable with respect to \( \epsilon \).

**Proof.** First note that it is clear that \((PC[R, \rho], || \cdot ||_\infty)\) is a Banach space. Next, since \( L(0) = 0 \), then, by continuity of \( L(\epsilon^1) \), there is \( \delta_0 \) such that \( |\epsilon^1| < \delta_0 \) implies
\[
L(\epsilon^1) \leq \frac{1}{4} \min \left\{ \frac{1}{HM^2(t_0)}, \frac{1}{M(t_0)} \right\}.
\]

Now, for \( \epsilon \in P \) with \( |\epsilon^1| < \delta_0 \),
\[
\|T(t, \epsilon)\| \cdot \|z(0, g_1, \epsilon) - z(0, g_2, \epsilon)\| \\
= \|T(t, \epsilon)\| \cdot \| (I - T(N\rho, \epsilon))^{-1} \int_0^{N\rho} T(N\rho - s, \epsilon) f(s, g_1, \epsilon) - f(s, g_2, \epsilon) ds \| \\
\leq M(t_0) \| (I - T(N\rho, \epsilon))^{-1} \int_0^{N\rho} \| T(N\rho - s, \epsilon) \| \cdot \| f(s, g_1, \epsilon) - f(s, g_2, \epsilon) \| ds \\
\leq M(t_0) \cdot H \cdot M(t_0) \int_0^{N\rho} \| f(s, g_1, \epsilon) - f(s, g_2, \epsilon) \| ds \\
\leq H \cdot M^2(t_0) \cdot t_0 \cdot L(\epsilon^1) \| g_1 - g_2 \| \leq \frac{1}{4} \| g_1 - g_2 \|
\]
and
\[
\int_0^t \| T(t - s, \epsilon) \| \cdot \| f(s, g_1(s), \epsilon) - f(s, g_2(s), \epsilon) \| ds \\
\leq M(t_0)L(\epsilon^1) \int_0^t \| g_1(s) - g_2(s) \| ds \\
\leq M(t_0) \cdot t_0 L(\epsilon^1) \| g_1 - g_2 \| \leq \frac{1}{4} \| g_1 - g_2 \|.
\]

Hence,
\[
\| f_1(\epsilon)g_1 - f_1(\epsilon)g_2 \| \\
\leq \| T(t, \epsilon) \| \cdot \| z(0, g_1, \epsilon) - z(0, g_2, \epsilon) \| + \int_0^t \| T(t - s, \epsilon) \| \cdot \| f(s, g_1(s), \epsilon) - f(s, g_2(s), \epsilon) \| ds \\
\leq \frac{1}{4} \| g_1 - g_2 \| + \frac{1}{4} \| g_1 - g_2 \| \\
\leq \frac{1}{2} \| g_1 - g_2 \|.
\]

Therefore, \( f_1(\epsilon) \) is a uniform contraction.

Furthermore, \( f_1(\epsilon)g \) is continuous in \( \epsilon \) for fixed \( g \). Using the similar argument as that in the proof of [5, Theorem 2.3], we have
\[
D_2I_1(\varepsilon)g = T(t, \varepsilon)D_2z(0, \varepsilon, g) + \int_0^T (t-s, \varepsilon)f_2(s, g(s), \varepsilon)ds
= T(t, \varepsilon)(I - T(\rho, \varepsilon))^{-1}\int_0^\rho f_2(s, g(s), \varepsilon)ds + \int_0^T (t-s, \varepsilon)f_2(s, g(s), \varepsilon)ds,
\]
\[
D_1I_1(\varepsilon)g = [D_2T(t, \varepsilon)z(0, \varepsilon, g)] + \int_0^T [D_2T(t-s, \varepsilon)f(s, g(s), \varepsilon)] ds
\]

are continuous in \((g, \varepsilon)\). Therefore, from Theorem 2.4, it follows that \(J_1(\varepsilon)\) has a unique fixed point, say \(g(\cdot, \varepsilon) \in PC[R, \rho]\), which is continuously (Frechét) differentiable with respect to \(\varepsilon\).

Now, we present the main theorem for Equation 1.1.

**Theorem 4.4.** Assume that (3.3) and (4.3)-(4.7) are satisfied. Then, there exists a unique \(\rho\)-periodic solution of (1.1), say \(z(t, \varepsilon)\), which is continuously (Frechét) differentiable with respect to \(\varepsilon\) for \(\varepsilon \in P\).

**Proof.** This is an immediate result from Lemmas 4.2 and 4.3.

### 5 Application to a periodic boundary value problem

Consider the periodic boundary value problem:

\[
\begin{align*}
\mu u_t(x, t) - \gamma u(x, 0, t) &= f_1(t), \\
\delta u_t(1, t) + \gamma u(1, t) &= f_2(t), & \mu, \gamma, \delta > 0,
\end{align*}
\]

where \(f_1(t)\) and \(f_2(t)\) are both \(\rho\)-periodic and continuously differentiable.

Let \(v = u_t\) and \(w = u_x\), then Equation 5.1 is written as

\[
\begin{align*}
v_t &= w_x, \\
v_t &= v_x, \\
\mu v(0, t) - \gamma w(0, t) &= f_1(t), \\
\delta v_t(1, t) + \gamma w(1, t) &= f_2(t), & \mu, \gamma, \delta > 0.
\end{align*}
\]

If the change of variables

\[
\begin{align*}
\bar{v} &= v - \xi \delta^{-1} f_2, \\
\bar{w} &= w + (1 - x) \gamma^{-1} f_1
\end{align*}
\]

is made, Equation 5.1 has the form:

\[
\begin{align*}
\bar{v}_t &= \bar{w}_x + \gamma^{-1} f_1(t) - \lambda \delta^{-1} f_2'(t), \\
\bar{w}_t &= \bar{v}_x + \delta^{-1} f_2(t) + (1 - x) \gamma^{-1} f_1'(t), \\
\mu \bar{v}(0, t) - \gamma \bar{w}(0, t) &= 0, \\
\delta \bar{v}_t(1, t) + \gamma \bar{w}(1, t) &= 0, & \mu, \gamma, \delta > 0.
\end{align*}
\]

Further, the associated abstract equation of (5.3) is given by

\[
\frac{dz(t)}{dt} = A(\varepsilon)z(t) + F(t, \varepsilon),
\]

\[
z(0) = z_0
\]
on \( X = L^2[0,1] \times L^2[0,1] \), where

\[
A(\varepsilon) = \begin{bmatrix} 0 & \partial x \\ \partial x & 0 \end{bmatrix}, \quad \varepsilon = (\mu, \gamma, \delta) \in \mathbb{R}^3, \quad z = \begin{bmatrix} \tilde{v} \\ \tilde{w} \end{bmatrix},
\]

\[
D(A(\varepsilon)) = \left\{ \begin{bmatrix} \tilde{v} \\ \tilde{w} \end{bmatrix} \in \prod_{i=1}^2 H^1[0,1] \middle| \mu \tilde{v}(0) = \gamma \tilde{w}(0), \ \delta \tilde{v}(1) = -\gamma \tilde{w}(1), \ \mu, \gamma, \delta > 0 \right\},
\]

\[
F(t, z, \varepsilon)x = \begin{bmatrix} \gamma^{-1}f_1(t) - x\delta^{-1}f'_2(t) \\ \delta^{-1}f_2(t) + (1-x)\gamma^{-1}f'_1(t) \end{bmatrix}.
\]

For convenience, write \( \tilde{v} \) as \( v, \tilde{w} \) as \( w \), and \( \alpha = \frac{\mu}{\gamma}, \beta = \frac{\gamma}{\delta} \), we then have

\[
\frac{d\bar{z}(t)}{dt} = A(\varepsilon)z(t) + F(t, \varepsilon),
\]

\[
z(0) = z_0
\]

on \( X = L^2[0,1] \times L^2[0,1] \), where

\[
A(\varepsilon) = \begin{bmatrix} 0 & \partial x \\ \partial x & 0 \end{bmatrix}, \quad \varepsilon = (\alpha, \beta, \delta) \in \mathbb{R}^3, \quad z = \begin{bmatrix} v \\ w \end{bmatrix},
\]

\[
D(A(\varepsilon)) = \left\{ \begin{bmatrix} v \\ w \end{bmatrix} \in \prod_{i=1}^2 H^1[0,1] \middle| \alpha v(0) = w(0), \ \nu(1) = -\beta w(1), \ \alpha, \beta > 0 \right\},
\]

\[
F(t, \varepsilon)x = \begin{bmatrix} \gamma^{-1}f_1(t) - x\delta^{-1}f'_2(t) \\ \delta^{-1}f_2(t) + (1-x)\gamma^{-1}f'_1(t) \end{bmatrix}.
\]

Now, make the change of variables

\[
\bar{z} = \begin{bmatrix} \tilde{v} \\ \tilde{w} \end{bmatrix} = U \begin{bmatrix} v \\ w \end{bmatrix} \quad \text{where} \quad U = \frac{1}{2} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}
\]

Then,

\[
A_1(\varepsilon) \equiv UA(\varepsilon)U^{-1} = \begin{bmatrix} \partial x & 0 \\ 0 & -\partial x \end{bmatrix},
\]

where

\[
D(A_1(\varepsilon)) = \left\{ \begin{bmatrix} \tilde{v} \\ \tilde{w} \end{bmatrix} \in \prod_{i=1}^2 H^1[0,1] \middle| (1 - \alpha)\tilde{v}(0) = (1 + \alpha)\tilde{w}(0), \ (1 + \beta)\tilde{v}(1) = -(1 - \beta)\tilde{w}(1) \right\},
\]

Define

\[
\tilde{\alpha} = \frac{1 - \alpha}{1 + \alpha}, \quad \tilde{\beta} = \frac{1 - \beta}{1 + \beta} \quad \tilde{\alpha}, \tilde{\beta} \in (-1, 1].
\]

\[A_1(\varepsilon)\] has the domain

\[
D(A_1(\varepsilon)) = \left\{ \begin{bmatrix} \tilde{v} \\ \tilde{w} \end{bmatrix} \in \prod_{i=1}^2 H^1[0,1] \middle| \tilde{\alpha}\tilde{v}(0) = \tilde{w}(0), \ \tilde{v}(1) = -\tilde{\beta}\tilde{w}(1), \ \tilde{\alpha}, \tilde{\beta} \in (-1, 1] \right\}.
\]

If \( \tilde{\alpha} \tilde{\beta} < 1 \), then \( A_1(\varepsilon) \) generates a \( C_0 \)-semigroup, \( T_1(t,\varepsilon) \), on \( X = L^2[0,1] \times L^2[0,1] \), endowed with the norm \( ||(f,g)|| = ||f||_2 + ||g||_2 \). It can easily be shown using the
method of characteristics that this semigroup satisfies $\|T_1(t, \varepsilon)\| = 1$ for $0 \leq t < 1$, $\|T_1(t, \varepsilon)\| = \max\{\|\tilde{\alpha}\|, \|\tilde{\beta}\|\} \leq 1$ for $1 \leq t < 2$, and $\|T_1(t, \varepsilon)\| \leq |\tilde{\alpha}\tilde{\beta}| < 1$ for $t \geq 2$. Thus, the semigroup is eventually contracting.

It follows from $T(t, \varepsilon) = UT_1(t, \varepsilon)U^{-1}$ that $T(t, \varepsilon)$ must have the same properties with respect to the norm $\|\cdot\| \equiv \|Uz\|$ on $X = L^2[0,1] \times L^2[0,1]$ when $\tilde{\alpha}, \tilde{\beta} > 0$.

Now, consider the operator $A_1(\varepsilon)$. Take $\varepsilon_0 = (0,0)$. For $\varepsilon = (\tilde{\alpha}, \tilde{\beta})$ with $\tilde{\alpha}, \tilde{\beta} \in (-1,1]$ $A_1(\varepsilon) = \frac{1}{1 + \tilde{\alpha}\tilde{\beta}} Q(\varepsilon) A_1(0) Q(\varepsilon),$ where $Q(\varepsilon) = \begin{bmatrix} 1 & \tilde{\beta} \\ -\tilde{\alpha} & 1 \end{bmatrix},$

obviously, $Q(\varepsilon)$ is continuously (Frechét) differentiable with respect to $\varepsilon$ and is bounded, and so is $Q^{-1}(\varepsilon)$. Let $Q_2(\varepsilon) = \frac{1}{1 + \alpha\beta} Q(\varepsilon)$ and $Q_1(\varepsilon) = Q(\varepsilon)$. It is clear that the hypotheses of Theorem 3.3 are satisfied for any $\varepsilon_0 = (\tilde{\alpha}_0, \tilde{\beta}_0)$ in $R^+ \times R^+$. That is, we have the (Frechét) differentiable with respect to parameter $\varepsilon$ of semigroup $T_1(t, \varepsilon)$ and thus the same property holds for semigroup $T(t, \varepsilon)$. Further, if we assume that $f_1'(t) + f_2'(t) = kf_1(t)$ where $k = \frac{\mu\delta}{\gamma}$, then $F(t, \varepsilon) \in D(A(\varepsilon_0))$.

Above all, all assumptions of Theorem 3.3 are satisfied. Thus, it follows from Theorem 3.3 that there is a unique $\rho$-periodic weak solution of (5.4) and thus also a unique $\rho$-periodic weak solution of (5.1) and it is $L^2$ continuously (Frechét) differentiable with respect to parameter $\varepsilon = (\alpha, \delta, \gamma)$.
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