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This paper concerns the problem of the delay-dependent robust stability and guaranteed cost
H∞ control for an interval system with time-varying delay. The interval system with matrix
factorization is provided and leads to less conservative conclusions than solving a square root.
The time-varying delay is assumed to belong to an interval and the derivative of the interval time-
varying delay is not a restriction , which allows a fast time-varying delay; also its applicability is
broad. Based on the Lyapunov-Ktasovskii approach, a delay-dependent criterion for the existence
of a state feedback controller, which guarantees the closed-loop system stability, the upper bound
of cost function, and disturbance attenuation lever for all admissible uncertainties as well as out
perturbation, is proposed in terms of linear matrix inequalities (LMIs). The criterion is derived by
free weighting matrices that can reduce the conservatism. The effectiveness has been verified in a
number example and the compute results are presented to validate the proposed design method.
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1. Introduction

Recently, stability analysis, and control synthesis of the uncertainty interval systems and the
time-delay system have been discussed extensively [1–7]. Literature [4, 5] has proposed a
design method for a specific structure of single-input interval system, it has further been
developed in [6], it has proposed a solution technique of an interval system stability and
control synthesis by using a Riccati equation, but for the parameter matrix, it has constraint
conditions of full column rank when the control input matrix is the interval matrix and
matrix factorization requires the solving a square root. Time-delay is generally a source
of instability in practical engineering systems; considerable attention has been paid to the
problem of stability analysis and controller synthesis for time-delay systems. The guaranteed
cost-control approach aims at stabilizing the systems while maintaining an adequate level
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of performance represented by the quadratic cost [8–10]. Fragility is a common dynamic
problem and is caused by many factors; reduction in size and cost of digital control hardware
results in limitations in available computer memory and word length capabilities of the
digital processor [11–15]. Literature [7] studies the guaranteed cost control of the interval
system but does not consider the time delay and the fragility or the results presented by the
proposed M− matrix conditions. The existing approaches are all limited and conservative,
and the proposed Riccati equation algorithm cannot be guaranteed to be convergent [8]. Very
little open literature covering the research guaranteed cost control of an interval system with
time delay has been published and the fragility problem has not been considered.

The H∞ control is an effective way for dealing with the disturbance uncertainty [16].
Since the delay-dependent results are less conservative than the delay-independent ones,
especially when the delay time is small, it is necessary to discuss the delay-dependent
guaranteed cost H∞ control for interval time-varying delay systems. Recently, a special
type of time delay in practical engineering systems, that is, interval time-varying delay, was
identified and investigated [17–20]. A typical example of systems with interval time-varying
delay is networked control systems (NCSs). Employing the Lyapunov-Ktasovskii approach,
literature [19–21] requires both the upper bound of the time-varying delay and additional
information on the derivative of the time-varying delay, while literature [17, 18, 22, 23] has no
restriction on the derivative of the time varying delay, which allows a fast time-varying delay.
Moreover, the general model transformation and bounding technique may be the sources
of conservatism results; to further improve the performance of delay-dependent stability
criteria, much effort has been devoted recently to the development of the free weighting
matrices method [24], in which neither the bounding technique nor model transformation
is employed.

In this paper, we present a new method of dealing with the problem of the delay-
dependent stability and guaranteed cost H∞ control of interval system with interval time-
varying delay based on the LMIs [25]. This method employs Lyapunov-Krasovskii functional
and free weighting matrices approaches, which are used to reduce the conservative result,
guaranteeing that the closed-loop system gives a better dynamic performance.

2. Problem Formulation

Consider uncertainty interval system with time-varying delay

ẋ(t) = Ax(t) +Adx(t − h(t)) + Bu(t) + B1w(t),

Z(t) = Cx(t) +Du(t),

x(t) = ϕ(t), t ∈ [−hM, 0],

(2.1)

where x(t) ∈ Rn, u ∈ Rp, and w ∈ Rw denote the state vector, the control vector, and the
disturbance input, respectively, and z(t) ∈ Rz is the controlled output. The time-varying delay
h(t) is a time-varying continuous function satisfying

0 ≤ hm ≤ h(t) ≤ hM, (2.2)
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where hm, hM are known constants. Moreover, hM > 0 and the initial condition ϕ(t) denotes
a continuous vector-valued initial function of t ∈ [−hM, 0]. A is the state matrix. B is the
input matrix, B1 is the disturbance matrix, and C and D are appropriate dimension constant
matrices.

Interval matrixA,Ad ∈ Rn×n and B ∈ Rn×p vary with the parameters and can be shown
as [3, 10]

A ∈
[
Am,AM

]
=
{[

aij

]
, am

ij < aij < aM
ij , i, j = 1 · · ·n

}
,

B ∈
[
Bm, BM

]
=
{[

bij
]
: bmij < bij < bMij , i = 1 · · ·n, j = 1 · · · p

}
,

(2.3)

where

Am =
[
am
ij

]
n×n

, AM =
[
aM
ij

]
n×n

satisfying am
ij < aM

ij ,

Bm =
[
bmij

]
n×p

, BM =
[
bMij

]
n×p

satisfying bmij < bMij .
(2.4)

Let

A0 :=
AM +Am

2
, Aij :=

AM −Am

2
:
[
aij

]
,

B0 :=
BM + Bm

2
, Bij :=

BM − Bm

2
:
[
bij

]
,

(2.5)

where Am,AM, Bm, and BM are known real matrices; Aij denotes that the i, jth component
is aij with all other entries being zeros and can be factorized into aijei × ej

T . A and B can be
described as an equivalent form:

A = A0 + ΔA = A0 +
n∑
i=1

n∑
j=1

λijAij = A0 +
n∑
i=1

n∑
j=1

λijaijei × ej
T = A0 +D1F1E1,

Ad = Ad0 + ΔAd = Ad0 +
n∑
i=1

n∑
j=1

αijAdij = Ad0 +
n∑
i=1

n∑
j=1

αijadijei × ej
T = Ad0 +DdFdEd,

B = B0 + ΔB = B0 +
n∑
i=1

p∑
j=1

βijBij = B0 +
n∑
i=1

p∑
j=1

βijbijei × ej
T = B0 +D2F2E2,

(2.6)

where |λij | ≤ 1, i, j = 1 · · ·n, |αij | ≤ 1, i, j = 1 · · ·n, |βij | ≤ 1, i = 1 · · ·n, j = 1 · · · p, and
uncertainty matrices satisfy

FT
1 F1 ≤ In2 , FT

d (t)Fd(t) ≤ In2 , FT
2 F2 ≤ I(n×p)×(n×p). (2.7)
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The actual control input implemented is assumed to be u = (Kp×n+ΔK)x = K̂x, whereDk, Ek

are known constant dimension matrices and Fk(t) satisfies

FT
k Fk ≤ μI(p×n)×(p×n), (2.8)

where μ > 0 is controller gain perturbation uncertainty bound.
The cost function associated with this system is

J =
∫∞

0

[
xT (t)R1x(t) + uT (t)R2u(t)

]
dt, (2.9)

where R1 > 0, R2 > 0 are given weighting matrices.
Substituting (2.1) into (2.10) the resulting closed-loop system is

ẋ(t) = [(A0 +D1F1(t)E1) + (B0 +D2F2(t)E2)(K +DkFk(t)Ek)]x(t)

+ (Ad0 +DdFd(t)Ed)x(t − h(t)) + B1w(t).
(2.10)

Our controllers design objective is described as follows.
The closed loop system (2.10) is asymptotically stable with disturbance attenuation

γ , nonfragility μ, if the following is fulfilled for all time-varying delay and admissible
uncertainties satisfying (2.7) and (2.8).

(1) The closed close system (2.10) is asymptotically stable.

(2) The closed loop system (2.10) guarantees, under aeroinitial conditions,

‖z(t)‖2 < γ‖w(t)‖2 (2.11)

for all nonzero w(t) ∈ L2[0,∞].

(3) The closed-loop cost function satisfies J ≤ J∗.

Therefore, the objective of this paper is to design a nonfragile guaranteed cost H∞
controller in the presence of time-varying delay, time-varying parameter uncertainty of an
interval system, and uncertainty of the controller. Also the controller guarantees disturbance
attenuation of the closed loop system from w(t) to z(t).

Lemma 2.1 (see [26]). Let Y1,M,N, and ψ be matrices of appropriate dimensions and assume ψ is
symmetric, satisfying ψTψ ≤ I, then

Y1 +MψN +NTψTMT < 0 (2.12)

if and only if there exists a scalar ε > 0 satisfying

Y1 + εMMT + ε−1NTN < 0. (2.13)
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3. Main Results

Defining ha = (hM + hm)/2, δ = (hM − hm)/2, where ha and δ can be taken as the mean value
and range of variation of the time-varying delay. First consider a delay-dependent stability
for the following nominal system of (2.1) (w(t) ≡ 0):

ẋ(t) = A0x(t) +Ad0x(t − h(t)) + B0u(t). (3.1)

Using the Leibniz-Newton formula, we can write

x(t − ha) − x(t − h(t)) =
∫ t−ha

t−h(x)
ẋ(s)ds (3.2)

and system (3.1) can be rewritten as

ẋ(t) =
(
A0 + B0K̂

)
x(t) +Ad0x(t − ha) −Ad0

∫ t−ha

t−h(x)
ẋ(s)ds. (3.3)

The following theorem presents a sufficient condition for the existence of the nonfragile
guaranteed cost controller.

Theorem 3.1. A control law u = K̂x is said to be a non-fragile guaranteed cost control associated
with cost matrix P,Q,R, S > 0 and Ni (i = 1, 2) of appropriate dimensions for the system (3.1) and
cost function (2.9) and given scalars hm and hM. Suppose that the disturbance input is zero for all
times (w(t) ≡ 0), if the following matrix inequality

Γ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δ1 PAd0 −NT
1 +N2 −haN

T
1 δPAd0 ha

(
A0 + B0K̂

)T
R δ

(
A0 + B0K̂

)T
S

∗ −Q −NT
2 −N2 −haN

T
2 0 haA

T
d0R δAT

d0S

∗ ∗ −haR 0 0 0

∗ ∗ ∗ −δS δhaA
T
d0R δ2AT

d0S

∗ ∗ ∗ ∗ −haR 0

∗ ∗ ∗ ∗ ∗ −δS

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,

(3.4)

where

Δ1 = Q + P
(
A0 + B0K̂

)
+
(
A0 + B0K̂

)T
P +

(
A0 + B0K̂

)T
(haR + δS)

(
A0 + B0K̂

)

+
(
R1 + K̂TR2K̂

)
+NT

1 +N1

(3.5)
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holds for all admissible uncertainty (2.7), (2.8), and any τ(t) satisfying (2.2). The closed-loop cost
function satisfies

J ≤ J∗ = xT
0Px0 +

∫0

−ha

ϕT (t)Qϕ(t)dt +
∫0

−ha

dβ
∫0

β

ϕ̇T(t)Rϕ̇(t)dt +
∫−hm

−ha

dβ
∫0

β

ϕ̇T(t)Sϕ̇(t)dt.

(3.6)

Proof. Choose a Lyapunov function as

V (x(t)) = V1(x(t)) + V2(x(t)),

V1(x(t)) = xT(t)Px(t) +
∫ t

t−ha

xT(α)Qx(α)dα +
∫0

−ha

dβ
∫ t

t+β
ẋT(θ)Rẋ(θ)dθ,

V2(x(t)) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫−hm

−ha

dβ
∫ t

t+β
ẋT(θ)Sẋ(θ)dθ, hm ≤ h(t) < ha,

0 h(t) < ha,

∫−ha

−hM

dβ
∫ t

t+β
ẋT(θ)Sẋ(θ)dθ, hm < h(t) ≤ hM,

(3.7)

where P > 0, Q > 0, R > 0, and S > 0.

Case 1 (hm ≤ h(t) ≤ ha). Taking the time derivative of V (·) along any trajectory of the closed-
loop system (3.3) is given by

V̇ (x(t)) = xT (t)
[
P
(
A + BK̂

)
+
(
A + BK̂

)T
P

]
x(t) + xT (t)Qx(t) + 2xT (t)PAd0(t)x(t − ha)

− 2xT (t)PAd0

∫ t−ha

t−h(x)
ẋ(s)ds − xT (t − ha)Qx(t − ha) + ẋT (t)(haR + δS)ẋ(t)

−
∫ t

t−ha

ẋT (s)Rẋ(s)ds −
∫ t−hm

t−ha

ẋT(θ)Sẋ(θ)dθ.

(3.8)

It is easy to see that

−
∫ t−hm

t−ha

ẋT(θ)Sẋ(θ)dθ ≤ −
∫ t−h(t)

t−ha

ẋT(θ)Sẋ(θ)dθ. (3.9)

According to (3.2), for any matrices Ni, i = 1, 2, with appropriate dimensions, the following
equations hold:

2
[
xT (t)NT

1 + xT (t − ha)NT
2

]
×
[
x(t) − x(t − hd) −

∫ t

t−ha

ẋ(s)ds

]
= 0. (3.10)
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Then we have

V̇ (x(t)) ≤ xT (t)
[
P
(
A + BK̂

)
+
(
A + BK̂

)T
P +Q

]
x(t) + 2xT (t)PAd0(t)x(t − ha)

− 2xT (t)PAd0

∫ t−ha

t−h(t)
ẋ(s)ds − xT (t − ha)Qx(t − ha) + ẋT (t)(haR + δS)ẋ(t)

−
∫ t

t−ha

ẋT (s)Rẋ(s)ds −
∫ t−h(t)

t−ha

ẋT(θ)Sẋ(θ)dθ + 2
[
xT (t)NT

1 + xT (t − ha)NT
2

]

×
[
x(t) − x(t − hd) −

∫ t

t−ha

ẋ(s)ds

]
≤ 1

ha

∫ t

t−ha

ηT (t, s)Φ1η(t, s)ds

+
1

ha − h(t)

∫ t−h(t)

t−ha

ηT (t, s)Φ2η(t, s)ds,

(3.11)

where

ηT (t, s) =
[
xT (t)xT (t − ha)ẋT (s)

]
,

Φ1 =

⎡
⎢⎢⎢⎢⎣

A PAd0 +
(
A0 + B0K̂

)T
(haR + δS)Ad0 −NT

1 +N2 + Z12 −haN
T
1

∗ −Q +AT
d0(haR + δS)Ad0 −NT

2 −N2 + Z22 −haN
T
2

∗ ∗ −haR

⎤
⎥⎥⎥⎥⎦
,

Φ2 =

⎡
⎢⎢⎢⎢⎣

−Z11 −Z12 δ

[
PAd0 +

(
A0 + B0K̂

)T
(haR + δS)Ad0

]

∗ −Z22 δAT
d0(haR + δS)Ad0

∗ ∗ δ2AT
d0(haR + δS)Ad0 − δS

⎤
⎥⎥⎥⎥⎦
,

(3.12)

whereA denotesQ+P(A0 +B0K̂) + (A0 + B0K̂)
T
P + (A0 + B0K̂)

T
(haR+δS)(A0 +B0K̂) +NT

1 +
N1 + Z11. With Z11 > 0, Z22 > 0, Z12 are some parameter matrices of appropriate dimensions.
The asymptotic stability is achieved if Φ1 < 0 and Φ2 < 0 which is equivalent. From Schur
complement, (3.4) holds if and only if Φ1 < 0 and Φ2 < 0 simultaneously.

From (3.11), we have

V̇ (x(t)) + xT (t)
(
R1 + K̂TR2K̂

)
x(t) ≤ ηT (t, s)Γη(t, s). (3.13)

According to inequality (3.4), Γ < 0 implies Φ1 < 0 and Φ2 < 0, then

V̇ (x(t)) < −xT(t)R1 +
(
(K + ΔK)TR2(K + ΔK)

)
x(t) < 0 (3.14)



8 Journal of Inequalities and Applications

can be obtained so that

V̇ (x(t)) < −
[
x(t)TR1x(t) + u(t)TR2u(t)

]
< 0. (3.15)

Therefore, the closed-loop system (3.1) is asymptotically stable. Furthermore, by integrating
both sides of the above inequality from 0 to T and using the initial condition,

J =
∫∞

0

[
xT (t)R1x(t) + uT (t)R2u(t)

]
dt

≤ −
∫∞

0
V̇ (x(t))dt = V (x(0)) ≤ xT

0Px0 +
∫0

−ha

ϕT (t)Qϕ(t)dt

+
∫0

−ha

dβ
∫0

β

ϕ̇T(t)Rϕ̇(t)dt +
∫−hm

−ha

dβ
∫0

β

ϕ̇T(t)Sϕ̇(t)dt

(3.16)

is obtained. Thus, Theorem 3.1 is true.

Case 2 (h(t) = ha). Similar to the above analysis, it is easy to see that Φ1,Φ2are the leading
minor of obtained (3.11) and (3.13), respectively. Therefore, system (3.1) is asymptotically
stable if and onlyif (3.4) holds. The closed-loop cost function satisfies (3.6).

Case 3 (hm ≤ h(t) ≤ hM). Similar to Case 1, one can prove that system (3.1) is asymptotically
stable.

The objective of this paper is to develop a procedure for determining a state feedback
gain matrix K̂which contains controller gain perturbation such that the control law u = K̂x
is a non-fragile guaranteed cost H∞control of the system (2.1), cost function (2.9), and
disturbance attenuation γ .

Theorem 3.2. A control law u = K̂x is said to be a non-fragile guaranteed costH∞ control associated
with cost matrix P,Q,R, S > 0, and Ni (i = 1, 2) of appropriate dimensions for the system (2.1) and
cost function (2.9), disturbance attenuation γ > 0, and given scalars hm and hM, if the following
matrix inequality

Σ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δ1 PAd0 −NT
1 +N2 −haN

T
1 δPAd0 haBR δBS

(
C +DK̂

)T
PB1

∗ −Q −NT
2 −N2 −haN

T
2 0 haA

T
d0R δAT

d0S 0 0

∗ ∗ −haR 0 0 0 0 0

∗ ∗ ∗ −δS δhaA
T
d0R δ2AT

d0S 0 0

∗ ∗ ∗ ∗ −haR 0 0 0

∗ ∗ ∗ ∗ ∗ −δS 0 0

∗ ∗ ∗ ∗ ∗ ∗ −I 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −γ2I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,

(3.17)
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whereB denotes (A0 + B0K̂)
T
, and

Δ1 = Q + P
(
A0 + B0K̂

)
+
(
A0 + B0K̂

)T
P +

(
R1 + K̂TR2K̂

)
+NT

1 +N1 (3.18)

holds for all admissible uncertainty (2.7) and (2.8). The closed-loop cost function satisfies (3.6).

Proof. It has been noticed that (3.17) implies (3.4). Therefore (3.17) ensures the asymptotic
stability of the closed loop system (2.1). Under zero initial condition x(t) = 0, t ∈ [−hM, 0],

J =
∫∞

0

[
z(t)Tz(t) − γ2w(t)Tw(t)

]
dt (3.19)

can be introduced. Then for any nonzero w(t) ∈ L2[0,∞],

J ≤
∫∞

0

[
z(t)Tz(t) − γ2w(t)Tw(t) + V̇ x(t)

]
dt =

∫∞

0
φ(t)Tψφ(t)dt, (3.20)

where φ(t) =
[
η(t)T w(t)T

]
and ψ = Σ. The condition of ψ < 0 implies w(t) ∈ L2[0,∞].

Therefore when ψ < 0, the closed loop system (2.1) is asymptotically stable with disturbance
attenuation γ > 0 and nonfragility μ > 0.

Theorem 3.3. There exist non-fragile guaranteed cost H∞ controllers for the system (2.1) and the
cost function (2.9), disturbance attenuation γ > 0, hm, hM, and μ > 0, α > 0, if there exists scalars
ε1 > 0, ε2 > 0, ρ1 > 0, ρ2 > 0, symmetric positive matrices U, S̃, Q̃ and, Ñi (i = 1, 2) of appropriate
dimensions and a matrix Wsuch that

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δ11 Δ12 −haÑ
T
1 δAd0S̃ haC δC WT D B0Dk Dd UET

k
0 D1 D2 UET

1 WTET
2 U B1

∗ Δ22 −haÑ2 0 haUAT
d0 δUAT

d0 0 0 0 0 0 UET
d

0 0 0 0 0 0

∗ ∗ −αhaU 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

∗ ∗ ∗ −δS̃ δhaS̃A
T
d0 δ2S̃AT

d0 0 0 0 0 0 δ−1S̃ET
d

0 0 0 0 0 0

∗ ∗ ∗ ∗ −α−1haU 0 0 0 haB0Dk haDd 0 0 haD1 haD2 0 0 0 0

∗ ∗ ∗ ∗ ∗ −δS̃ 0 0 δB0Dk δDd 0 0 δD1 δD2 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ −R−1
2 0 Dk 0 0 0 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −I DDk 0 0 0 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ−11 I 0 0 0 0 0 0 DT
kE

T
2 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ−12 I 0 0 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −μ−1ρ1I 0 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ2I 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε−11 I 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε−12 I 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε1I 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε2I 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −R−1
1 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −γ2I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,
(3.21)
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where C denotes (A0U + B0W)T ,D denotes (CU +DW)T , and

Δ11 = Q̃ + (A0U + B0W) + (A0U + B0W)T + ÑT
1 + Ñ1,

Δ12 = Ad0U − ÑT
1 + Ñ2,

Δ22 = −Q̃ − ÑT
2 − Ñ2.

(3.22)

Furthermore, if (εi, ρi,U, S̃, Ñi,W), i = 1, 2 is a feasible solution to the inequality (3.21), then u =
K̂x is a non-fragile guaranteed costH∞ controller of the system (2.1), where the feedback gain matrix
K̂ is given by K̂ = WU−1and the corresponding closed-loop cost function satisfies (3.6).

Proof. Let Ad0 = Ad0 +DdFdEd,K̂ = K +DkFkEk.
By manipulating the left-hand side in inequality (3.17), it follows that the inequality

(3.17) is equivalent to

Y1 + Σ1 + ΣT
1 + Σ2 + ΣT

2 < 0, (3.23)

where

Y1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δ̃1 PAd0 −NT
1 +N2 −haN

T
1 δPAd0 haER δES KT (C +DK)T PB1

∗ −Q −NT
2 −N2 −haN

T
2 0 haA

T
d0R δAT

d0S 0 0 0

∗ ∗ −haR 0 0 0 0 0 0

∗ ∗ ∗ −δS δhaA
T
d0R δ2AT

d0S 0 0 0

∗ ∗ ∗ ∗ −haR 0 0 0 0

∗ ∗ ∗ ∗ ∗ −δS 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ −R−1
2 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −I 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −γ2I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Δ̃1 = Q + R1 + P(A0 + B0K) + EP +NT
1 +N1,

Σ1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PB0Dk

0

0

0

haR
TB0Dk

δSTB0Dk

Dk

DDk

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Fk

[
Ek 0 0 0 0 0 0 0 0

]
, Σ2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PDd

0

0

0

haR
TDd

δSTDd

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Fd

[
0 Ed 0 δEd 0 0 0 0 0

]
,

(3.24)

where E denotes (A0 + B0K)T .
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By applying Lemma 2.1, the above inequality (3.23) holds for all Fk, Fd, satisfying
Fk(t)FT

k
(t) < μI, FdFd

T ≤ In2 if and only if there exists a constant ρ1 > 0, ρ 2 > 0 such that

Y1 + ρ1

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PB0Dk

0
0
0

haR
TB0Dk

δSTB0Dk

Dk

DDk

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PB0Dk

0
0
0

haR
TB0Dk

δSTB0Dk

Dk

DDk

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

+ μρ−11 [Ek 0 0 0 0 0 0 0 0]T[Ek 0 0 0 0 0 0 0 0]

+ρ2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PDd

0
0
0

haR
TDd

δSTDd

0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PDd

0
0
0

haR
TDd

δSTDd

0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

+ρ−12 [0 Ed 0 δEd 0 0 0 0 0]T[0 Ed 0 δEd 0 0 0 0 0]<0

(3.25)

It follows from the Schur complement that the above inequality is further equivalent to the
following inequality:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δ̃1 PAd0 −NT
1 +N2 −haN

T
1 δPAd0 haER δES KT F PB0Dk PDd ET

k
0 PB1

∗ −Q −NT
2 −N2 −haN

T
2 0 haA

T
d0R δAT

d0S 0 0 0 0 0 ET
d

0

∗ ∗ −haR 0 0 0 0 0 0 0 0 0 0

∗ ∗ ∗ −δS δhaA
T
d0R δ2AT

d0S 0 0 0 0 0 δ−1ET
d

0

∗ ∗ ∗ ∗ −haR 0 0 0 haR
TB0Dk haR

TDd 0 0 0

∗ ∗ ∗ ∗ ∗ −δS 0 0 δSTB0Dk δSTDd 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ −R−1
2 0 Dk 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −I DDk 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ−11 I 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ−12 I 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −μ−1ρ1I 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ2I 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −γ2I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,
(3.26)
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where F denotes (C +DK)T , and

Δ̃1 = Q + R1 + P(A0 + B0K) + (A0 + B0K)TP +NT
1 +N1. (3.27)

Let A0 = A0 + D1F1E1, B0 = B0 + D2F2E2. By manipulating the left-hand side in inequality
(3.17) again, it follows that the above inequality is equivalent to

Y2 + Ξ1 + ΞT
1 + Ξ2 + ΞT

2 < 0, (3.28)

where

Y2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δ̃1 PAd0 −NT
1 +N2 −haN

T
1 δPAd0 haER δES KT F PB0Dk PDd ET

k 0 PB1

∗ −Q −NT
2 −N2 −haN

T
2 0 haA

T
d0R δAT

d0S 0 0 0 0 0 ET
d 0

∗ ∗ −haR 0 0 0 0 0 0 0 0 0 0

∗ ∗ ∗ −δS δhaA
T
d0R δ2AT

d0S 0 0 0 0 0 δ−1ET
d

0

∗ ∗ ∗ ∗ −haR 0 0 0 haR
TB0Dk haR

TDd 0 0 0

∗ ∗ ∗ ∗ ∗ −δS 0 0 δSTB0Dk δSTDd 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ −R−1
2 0 Dk 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −I DDk 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ−11 I 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ−12 I 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −μ−1ρ1I 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ2I 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −γ2I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(3.29)

and

Δ̃1 = Q + R1 + P(A0 + B0K) + (A0 + B0K)TP +NT
1 +N1,

Ξ1=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PD1

0

0

0

haR
TD1

δSTD1

0

0

0

0

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

F1[E1 0 0 0 0 0 0 0 0 0 0 0 0], Ξ2=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PD2

0

0

0

haR
TD2

δSTD2

0

0

0

0

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

F2[E2K 0 0 0 0 0 0 0 E2DK 0 0].

(3.30)
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Applying Lemma 2.1 again, the inequality (3.28) holds for all F1, F2 satisfying FT
1 (t)F1(t) ≤

In2 , FT
2 (t)F2(t) ≤ In×p, if and only if there exists a constant ε1 > 0, ε2 > 0, such that

Y2 + ε1

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PD1

0

0

0

haR
TD1

δSTD1

0

0

0

0

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PD1

0

0

0

haR
TD1

δSTD1

0

0

0

0

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

+ ε−11
[
E1 0 0 0 0 0 0 0 0 0 0 0 0

]T[
E1 0 0 0 0 0 0 0 0 0 0 0 0

]

+ ε2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PD2

0

0

0

haR
TD2

δSTD2

0

0

0

0

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PD2

0

0

0

haR
TD2

δSTD2

0

0

0

0

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

+ ε−12
[
E2K 0 0 0 0 0 0 0 E2DK 0 0

]T[
E2K 0 0 0 0 0 0 0 E2DK 0 0

]

< 0.

(3.31)
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It follows from the Schur complement again that the above inequality is further equivalent
to the following inequality:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δ̃1 PAd0 −NT
1 +N2 −haN

T
1 δPAd0 haER δES KT F PB0Dk PDd ET

k
0 PD1 PD2 ET

1 KTET
2 PB1

∗ −Q −NT
2 −N2 −haN

T
2 0 haA

T
d0R δAT

d0S 0 0 0 0 0 ET
d 0 0 0 0 0

∗ ∗ −haR 0 0 0 0 0 0 0 0 0 0 0 0 0 0

∗ ∗ ∗ −δS δhaA
T
d0R δ2AT

d0S 0 0 0 0 0 δ−1ET
d

0 0 0 0 0

∗ ∗ ∗ ∗ −haR 0 0 0 haRB0Dk haRDd 0 0 haRD1 haRD2 0 0 0

∗ ∗ ∗ ∗ ∗ −δS 0 0 δSB0Dk δSDd 0 0 δSD1 δSD2 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ −R−1
2 0 Dk 0 0 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −I DDk 0 0 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ−11 I 0 0 0 0 0 0 DT
k
ET
2 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ−12 I 0 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −μ−1ρ1I 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ρ2I 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε−11 I 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε−12 I 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε1I 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε2I 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −γ2I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,
(3.32)

and

Δ̃1 = Q + R1 + P(A0 + B0K) + (A0 + B0K)TP +NT
1 +N1. (3.33)

By pre- and postmultiplying the left-hand side matrix in the above inequality by the matrix
diag{ P−1 P−1 P−1 S−1 R−1 I ··· P−1 I }, respectively, and defining the matrix U = P−1,
W = KU, Ñ1 = UN1U, Ñ2 = UN2U, Q̃ = UQU and, S̃ = S−1. If we set R = αU−1, then
URU = αU, and R−1 = α−1U, and it can be concluded that the above matrix inequality is
equivalent to (3.21). The proof is complete.

4. A Numerical Example

Consider system (2.1) with [17]

A =

⎡
⎢⎢⎣

4 0.1 −0.3
−0.2 3 −0.2
0.2 −0.3 2

⎤
⎥⎥⎦, A1 =

⎡
⎢⎢⎣
−0.4 0.1 0

0 −0.5 0

0 0 −0.5

⎤
⎥⎥⎦, B =

⎡
⎢⎢⎣
−4 0.2 0

0 3 1

0.1 0 3

⎤
⎥⎥⎦,

Bw =

⎡
⎢⎢⎣
0.2 0

0.2 0

0 0.2

⎤
⎥⎥⎦, C =

[
0.1 0 0

0 0 0.1

]
, D1 =

[
1 0 0

0 1 0

]
, D =

⎡
⎢⎢⎣
1 0 0

0 0.1 0

0 0 0.5

⎤
⎥⎥⎦,

E =

⎡
⎢⎢⎣
0.2 0 0

0 0.1 0

0 0 0.2

⎤
⎥⎥⎦, E1 =

⎡
⎢⎢⎣
0.5 0 0

0.2 0.1 0

0 0 0.2

⎤
⎥⎥⎦, Eb =

⎡
⎢⎢⎣
0.1 0 0

0 0.1 0

0 0 0.5

⎤
⎥⎥⎦,

(4.1)
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and 1.2 ≤ h(t) ≤ 1.8. By applying Theorem 3.3 with α = 0.16 and γ = 1, the controller gain is
obtained:

K =

⎡
⎢⎢⎣

2.5536 −0.1039 −0.2143
0.1895 −2.5017 1.1060

−0.1513 0.4258 −2.4936

⎤
⎥⎥⎦, (4.2)

where it is also a result ε1 = 3, ε2 = 4, ρ1 = 5, ρ2 = 6:

U =

⎡
⎢⎢⎣
0.2911 0.0213 0.0045

0.0213 0.3233 0.0392

0.0045 0.0392 0.351

⎤
⎥⎥⎦, W =

⎡
⎢⎢⎣

0.6318 0.0036 −0.0402
0.0036 −0.7133 −0.0251
−0.0402 −0.0251 −0.5452

⎤
⎥⎥⎦, S̃ = 8. (4.3)

For hm = 1.2, the maximum allowable upper bound of the delay is hM = 3.0679 which is
larger than hM = 1.8467 derived in Jiang and Han in [17]. This means that any h(t) satisfyies
1.2 ≤ h(t) ≤ 3.0679.

The associated upper bound over the closed-loop cost function is J∗ = 24.5368.
The obtained robust and non-fragile optimal guaranteed costH∞controller guarantees

the asymptotic stability, disturbance attenuation γ , ‖z(t)‖2 < 0.385‖w(t)‖2, and the upper
bound of cost function J∗.

5. Conclusion

This paper has considered the problem of delay-dependent stability and guaranteed cost
H∞ control with interval time-varying delay for an interval system based on Lyapunov–
Krasovskii functional approach. The delay-dependent stabilization criterion for guaranteed
cost H∞ control has been formulated in terms of LMIs. The derivative of the interval time-
varying delay is not a restriction, which allows a fast time-varying delay and also is more
close to practices control object. A numerical example has shown the effectiveness of the
method.
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