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1. Introduction and definitions

Let U= {z:z € Cand |z| < 1}, let #(U) be the set of all functions analytic in U, and let

Ap={f €H(): f(2) =2 +apnzf™ +---} (1.1)
forallze Uand p e N={1,2,3,...} with o := ;.
For p € N, let
Hy=1feH): f(z) =p+bpzf +---} (1.2)
with 7€ := ;.

Given two functions f and g, which are analytic in U, then we say that the function f
is subordinate to g and write f < g or (more precisely)

fz)<g(z) (zel), (1.3)
if there exists a Schwarz function w(z), analytic in U with
w(0) =0, [w(z)| <1 (z€U) (1.4)
such that

f(z)=¢g(w(z)) (z€U). (1.5)
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In particular, if g is univalent in U, then we write the following equivalence:

f(2) <g(2) = f(0)=¢g(0),  f(U)cg(U). (1.6)

For analytic functions f; (j = 1,2) given by
fi(2)=z+> arj?t (j=1,2), (1.7)

k=2

let f * f, denote the Hadamard product (or convolution) of f; and f,, defined by
(fi* £)(2) =2+ D axrar2z’ =: (fo % fi)(2). (1.8)
k=2
Next, for real parameters A and B such that —1 < B < A < 1, we define the function

1+Az
1+Bz

¢aB(2) 1= (ze ). (1.9)

It is obvious that ¢4 5(z) for —1 < B < 1 is the conformal map of the unit disk U onto the
disk symmetrical with respect to the real axis having the center

1-AB B

[—p (B # ¥1) (1.10)
and the radius

A—-B _

Furthermore, the boundary circle of this disk intersects the real axis at the points

1-A 1+A _
1T°8 11B (B + F1). (1.12)

Let (a), denote the Pochhammer symbol (or the shifted factorial), since
(1), =n! forne Ny:=NuU {0}, (1.13)

defined (for a,v € C and in terms of the Gamma function) by

:rm+m:{1 (v=0, ae C\{0}),

(a)y: (1.14)

I'(a) a(a+1)---(a+n-1) (v=neN;aecC).

Recently, the following integral operator was studied by Jung et al. [1] for p = 1 and
Shams et al. [2]:

wp_apary.. @D (70 Z) _ < (P,
@ef = f@)i= L L(ng _ﬂﬂ&—zﬂz%%<n+l)aﬂ (1.15)
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for f € o, and & > 0. Moreover, Jung et al. [1] have shown that

o — - 2 ¢ n
P f(z)_z+;2(n+l) 2n2 (1.16)
for f € sl and & > 0.
Therefore, Shams et al. [2] showed the following equality:
2(Pf(2)) = (p+ )P f(z) - Pf(2) (1.17)

using (1.15).
Let % (y) denote the subclass of # consisting of functions f with the following condi-
tion:

Re{f'(2)} >y (1.18)

for0<y<landforallze U.

2. Main results
In proving our main results, we need the following lemmas.

LemMmA 2.1 [3, page 71]. Let h be analytic, univalent, convex in U with h(0) = 1. Also let p
be analytic in U with p(0 0). If

p(z)+# <h(z) (z€U;y#0), (2.1)

then
p(z) < q(z) < h(z2), (2.2)

where
q(z) = Z—ny Pt (z€ Us Re(y) = 05 y £ 0). (2.3)

LemMa 2.2 [4]. If f € P(y) for 0 <y < 1, then
2(1-y)

1+ z|

Re{f(z2)} =2y -1+ (ze€L). (2.4)

LEmMAa 2.3 [3, page 132]. Let q be univalent in U and let 0 and ¢ be analytic in a domain
D containing q(U) with ¢(w) # 0, when w € q(U). Set

Q(z) =zq'(2) - ¢[q(2)],  h(z) =0[q(2)] + Q(2), (2.5)

and suppose that either
(1) Q is starlike, or
(ii) h is convex.
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In addition, assume that

(iif)
h(z) o [0[a(2)]  2Q(2)
e _me[¢[q(z)] o ]>0. (2.6)
If P is analytic in U, with P(0) = q(0), P(U) C 9, and
0[P(2)] +2P'(2) - $[Plz]] < 0[q(2)] +2q'(2) - $[qlz]] = h(2), (2.7)

then P < g, and q is the best dominant.

TueorEM 2.4. Let a >0, A >0, and -1 < B; <A <1 (j = 1,2). If each of the functions
fi(z) € A,y (j = 1,2) satisfies the following subordination condition:

AW + _A)% < ¢a,5,(2), (2.8)
then
A% +(1 A)@m( 2 < ¢1-2p,-1(2), (2.9)
where
Q=)= P (fir 4 £)(2) (2.10)
o S B (2P

The result is sharp for By = B, = —1.

Proof. We assume that each of the functions f;(z) € s, (j = 1,2) satisfies the subordina-
tion condition (2.8). If we take

@‘)u—l ) g)tx
pj(z) =21 Z}{]( +(1-A)—— f] , (2.12)
then we write
9i(z) € P(y)) (2.13)

fory; = (1 -A;)/(1-Bj) and j = 1,2. Using (1.17) and (2.12), we obtain the equality
1 z
@;ocf] pj\— p (p+1)/A JO t(p+1)/)n—1(Pj(t)dt (2‘14)
for j = 1,2. Then, from definition (2.10) we write

PO (z) = PTHZP—WWJ tPHA=1 g0 (1) dt, (2.15)
0
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where, for convenience,

(PO(Z) _ A% +(1 _A)@“Q( Z) pTHZ—(pH)/)L JO Hp+1/A= l((p1 * (PZ)(t)
(2.16)
Since ¢1(z) € P(y,) and
¢2(z) - 1 1
93(2) := W"'E E@(E>’ (2.17)

we see that (¢; * ¢3)(z) € P(y1) by applying the well-known Herglotz formula. Thus,

(hl*hz)(z)e@(y3) fory3:=172(17y1)(17y2). (2.18)

If we change variable t = uz and take real part in (2.16), then we obtain the following
inequality:

Relho(z)} = pTH Jozu(P+l>/A*15Re{(¢1 * ¢7) (uz)}du. (2.19)

Using Lemma 2.2 in last equality, we obtain

Re{po(2)} = prl . ulprA-1 [2)/3 -1+ M]du

) 1+ ulz|
P+1 (p+1/,11[ 2(1_Y3)] 2.2
T, 2y3 — T5u du (2.20)

4(A1_Bl)(A2_Bz) <1 p+1 u(p+1)/A-1

=0 0-B) ) Tiva

du) B,

Thus, we have obtained (2.11).
Now, we must prove that this result is sharp when B; = B, = —1. Let B; = B, = —1.
From (2.14), we can write

P fiz) = P—;lzﬁpﬂwf {1/~ 111+Attdt (221)
. -

for j = 1,2. Since

(1 +A1)(1 +A2)
1-z

<1+Alz)*<1+Azz (2.22)

- 1_Z>:1—(1+A1)(1+A2)+

and with change of variable t = uz in (2.16),

z
oo(2) = p+lz,(p+1)/AJ' t(p+1)/A71|:1_ (1+A1) (1+45) + (1+A1)(1+A2)]du.
A 0 1—uz
(2.23)
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If we choose z on the real axis and let z — —1, we obtain

+1 ! u(p+1)//\—l
p u)

ho(z) — 1 — (1+A1)(1+A2)<1 R e
Thus, we complete the proof of Theorem 2.4.

CoROLLARY 2.5. Let a > 0 and the function f;(z) € A, (j = 1,2). If the condition

Pl fi(2) - l+z
z 1-z

is satisfied, then

P10 (z) - 1+(161ln2-9)z
z 1-z

bl
where

Q:=P(fi x fo)(2), B =5-8In2.

(2.24)

(2.25)

(2.26)

(2.27)

Proof. By putting p=1,A=1, A=1, B= —1 in Theorem 2.4, we obtain Corollary 2.5.

THEOREM 2.6. Let0 <p < 1. For f € Ay, if

then

(@“f (2)

y 1
ZP ) < (1 _Z)Qy(l,pz) = q(z))
where q(z) is the best dominant.

Proof. Let f € l, and

gpu ( Z) Y
o (242
Taking logarithmic derivative and multiplying by z, we find that

zp'(z) _ Plf(z)
p(z) - (p+ 1))’( g)af(z) 1))

1 zp'(z) P 'f(z)

(p+1)y plz) Paf(z)

Therefore, from (2.28) we write

Plf(z) 1+(1-2p)z
Pafz) - 1-z

O

(2.28)

(2.29)

(2.30)

(2.31)

(2.32)

(2.33)
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Thus, using (2.33) in (2.32), we obtain

1 zp'(z) - 1+(1-2p)z

N 2.34
(p+1y p(2) -z (234)
Now, define the functions 6 and ¢ by
1
O(w):=1, w)i= ——, PD={w:w#0 2.35
(w) BN = { ) (239)
in Lemma 2.3. If we take
1
q(z) = (1 — Z)2}’(1*P2) > (236)
then ¢ satisfies the conditions of Lemma 2.3. Thus, the following functions:
. _ 1 zq'(z) 2(1-p)z
Q(z) = zq'(2) - $[q(2)] = Gty 4 - 1=z
(2.37)

1 zq'(z) _ 1+(1-2p)z

h(z) =60[q(2)] +Q(z) =1+ (p+1)y q(2) l1-z

Since h is convex, preconditions of Lemma 2.3 are satisfied. Consequently, from
Lemma 2.3 we write p < g, and q is the best dominant. O

CoroLLARY 2.7. Let0 < p < 1. If f € s, satisfies (2.28), then

a1 f. /2(17 2)
me{w}y ’ >271r (2.38)

zP
and 277 is the best possible.

Proof. From (2.29), there exists a Schwarz function w(z) analytic in U with

w(0) =0, [w(z)| <1 (zeU) (2.39)
such that
Pef(z)\" 1
( 2P ) - (1 B W(Z))Z)’(l—[)z) > (2.40)
that is,

(@af(Z) )Y/Z(lpz)

g =(1-w(2) " (2.41)

In the last equality, if we take a real part and use the following inequality:
Re(w™) = [FRe(w)]"™  (Re(w) >0), (2.42)

then (2.38) is obtained. |
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