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Abstract
In this paper, we investigate a system of coupled wave equations featuring boundary
fractional damping applied to a portion of the domain. We first establish the
well-posedness of the system, proving the existence and uniqueness of solutions
through semi-group theory. While the system does not exhibit exponential stability,
we demonstrate its strong stability. Furthermore, leveraging Arendt and Batty’s
general criteria and certain geometric conditions, we prove a polynomial rate of
energy decay for the solutions.
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1 Introduction
Let � ⊂ R

n be a bounded open domain with boundary � of class C2, and let {�1,�2} be
a partition of �. We are concerned with the energy decay property of the solutions of the
following system:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

utt(x, t) – �u(x, t) + l(u(x, t) – v(x, t)) = 0, (x, t) ∈ � × (0, +∞),
vtt(x, t) – �v(x, t) + l(v(x, t) – u(x, t)) = 0, (x, t) ∈ � × (0, +∞),
u(x, t) = v(x, t) = 0, (x, t) ∈ �1 × (0, +∞),
∂u
∂ν

= –ρ1∂
α,η
t u(x, t), (x, t) ∈ �2 × (0, +∞),

∂v
∂ν

= –ρ2∂
α,η
t v(x, t), (x, t) ∈ �2 × (0, +∞),

(1.1)

where l, ρ1, ρ2 are positive constants, and the initial conditions are

u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ �,

v(x, 0) = v0(x), vt(x, 0) = v1(x), x ∈ �.
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The notation ∂
α,η
t stands for the generalized Caputo fractional derivative of order α, 0 <

α < 1, with respect to the time t. It is defined as follows:

∂
α,η
t f (t) =

1
� (1 – α)

∫ t

0
(t – s)–α e–η(t–s) df

ds
(s)ds, η ≥ 0.

In recent years, the scientific community has experienced a growing interest in unrav-
eling the intricate dynamics and practical applications of wave equations. The behavior of
waves, whether occurring naturally, such as seismic waves in the earth’s crust or in engi-
neered systems like acoustic waves in materials, captivates both researchers and practi-
tioners alike. Considerable research efforts have been devoted to investigating wave equa-
tions with diverse damping types and exploring their stability and controllability. These
waves emerge when a vibrating source disrupts the surrounding medium. Researchers
have shown a keen interest in addressing damping-related challenges, whether local or
global and have illustrated different forms of stability.

In [16], B. Mbodje explored the asymptotic behavior of solutions within the system:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂2
t u(x, t) – u2

x(x, t) = 0, (x, t) ∈ (0, 1) × (0, +∞),
u(0, t) = 0,
∂xu(1, t) = –k∂

α,η
t u(1, t), α ∈ (0, 1),η ≥ 0, k > 0,

u(x, 0) = u0(x),
∂tu(x, 0) = v0(x).

He demonstrated that the corresponding semi-group lacks exponential stability, showing
only strong asymptotic stability. Additionally, the system’s energy diminishes over time,
approaching a decay proportional to t–1 as time extends to infinity.

In [5], Akil and Wehbe considered a multidimensional wave equation with boundary
fractional damping acting on a part of the boundary of the domain:

⎧
⎪⎨

⎪⎩

utt(x, t) – �u(x, t) = 0, (x, t) ∈ � × (0, +∞),
u(x, t) = 0, (x, t) ∈ �0 × (0, +∞),
∂u
∂ν

(x, t) + γ ∂
α,η
t u(x, t) = 0, (x, t) ∈ �1 × (0, +∞).

They demonstrated the system’s strong stability while establishing that it lacks uniform
stability. Additionally, they derived a polynomial energy decay for smooth solutions of the
form t– 1

1–α . This analysis assumes specific geometric conditions for the boundary control
region and leverages the exponential decay of the wave equation with standard damping.

In [9], Atoui and Benaissa examined a transmission problem involving waves under a
nonlocal boundary control:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ρ1utt(x, t) – τ1uxx(x, t) = 0, (x, t) ∈ (0, l0) × (0, +∞),
ρ2vtt(x, t) – τ2vxx(x, t) = 0, (x, t) ∈ (l0, L) × (0, +∞),
u(l0, t) = v(l0, t),ρ2τ1ux (l0, t) = ρ1τ2vx (l0, t) , ∀t ∈ (0, +∞),
u(0, t) = 0, τ2vx (L, t) + γρ2τ2∂

α,η
t v (L, t) = 0, ∀t ∈ (0, +∞).

They established that the energy decay in this context is characterized by polynomial de-
cay rather than exponential. Employing the spectrum method, they demonstrated the ab-



Chaili et al. Journal of Inequalities and Applications        (2024) 2024:121 Page 3 of 25

sence of exponential stability. Furthermore, they applied the Borichev-Tomilov theorem
to ascertain the specific polynomial decay rate.

Recently, in [13], Beniani et al. examined a system comprising coupled wave equations
featuring a diffusive internal control of a general nature:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ttu – �xu + ζ
∫ +∞

–∞ (ω)φ(x,ω, t) dω + βv = 0,
∂ttv – �xv + ζ

∫ +∞
–∞ (ω)ϕ(x,ω, t) dω + βu = 0,

u = v = 0, on ∂�,
φt(x,ω, t) + (ω2 + η)φ(x,ω, t) – ∂tu(ω) = 0,
ϕt(x,ω, t) + (ω2 + η)ϕ(x,ω, t) – ∂tv(ω) = 0,
u(x, 0) = u0(x), ∂tu(x, 0) = u1(x),
v(x, 0) = v0(x), ∂tv(x, 0) = v1(x),
φ(x,ω, 0) = φ0(x,ω), and ϕ(x,ω, 0) = ϕ0(x,ω).

They showed the absence of exponential stability and explored the asymptotic stability of
the model, establishing a general decay rate that depends on the density function . The
references [2–4, 6, 17] compile a series of published works that underpin the mathematical
formulation of problems related to fractional differential equations and provide insights
into the decay rate of the energy of the solution to (1.1).

This paper is organized as follows. In Sect. 2, we reformulate the system (1.1) into an
augmented system by coupling the wave equations with compatible diffusion equations.
Subsequently, we establish the well-posedness of our system using a semi-group approach.
In Sect. 3, we show that the system lacks exponential stability. In Sect. 4, we demonstrate
the strong stability of our system, even in the absence of resolvent compactness, by com-
bining a general criterion of Arendt and Batty with Holmgren’s theorem, and we show a
general decay rate result.

2 Preliminary results and well-posedness
We first recall the following result due to [5]:

Theorem 2.1 [5] Let μ be the function:

μ(ξ) = |ξ |(2α–n)/2 , ξ ∈R
n, 0 < α < 1.

Then, the relationship between the “input” U and the “output” O of the following system:

∂tϕ (ξ , x, t) +
(|ξ |2 + η

)
ϕ (ξ , x, t) – U(x, t)μ(ξ) = 0, ξ ∈R

n, η ≥ 0, t > 0,

ϕ (ξ , x, 0) = 0,

O (x, t) =
2 sin (απ)�

( n
2 + 1

)

nπ
n
2 +1

∫

Rn
μ(ξ)ϕ (ξ , x, t)dξ ,

is given by

O = I1–α,ηU = Dα,ηU ,
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where

[
Iα,ηU

]
(x, t) =

1
� (α)

∫ t

0
(t – τ)α–1 e–η(t–τ)U (x, τ)dτ .

Now, let us recall some results that will be needed later.

Lemma 2.2 [1, 5, 12] If λ ∈ D = {λ ∈C | �λ + η > 0} ∪ {	λ 
= 0}, then

∫

Rn

μ2 (ξ)

|λ| + η + |ξ |2 dξ =
nπ

n
2 +1

2 sin (απ)�
( n

2 + 1
) (|λ| + η)α–1 .

and

(∫

Rn

μ2 (ξ)
(|λ| + η + |ξ |2)2 dξ

) 1
2

=

(
nπ

n
2

2�
( n

2 + 1
)

∫ +∞

1

(y – 1)α

y2 dy

) 1
2

(|λ| + η)
α
2 –1 .

Lemma 2.3 [5] Let η ≥ 0, then we have

∫

Rn

|ξ |2α–n+2

(
1 + |ξ |2 + η

)2 dξ < +∞.

Using the previous theorem, system (1.1) can be rewritten as the following augmented
model:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

utt(x, t) – �u(x, t) + l(u(x, t) – v(x, t)) = 0, (x, t) ∈ � × (0, +∞),
vtt(x, t) – �v(x, t) + l(v(x, t) – u(x, t)) = 0, (x, t) ∈ � × (0, +∞),
∂tϕ (ξ , x, t) +

(|ξ |2 + η
)
ϕ (ξ , x, t)

– μ(ξ) ∂tu(x, t) = 0, (x, t) ∈ �2 × (0, +∞), ξ ∈R
n,

∂tψ (ξ , x, t) +
(|ξ |2 + η

)
ψ (ξ , x, t)

– μ(ξ) ∂tv(x, t) = 0, (x, t) ∈ �2 × (0, +∞), ξ ∈R
n,

u(x, t) = v(x, t) = 0, (x, t) ∈ �1 × (0, +∞),
∂u
∂ν

+ ρ1C
∫

Rn μ(ξ)ϕ (ξ , x, t)dξ = 0, (x, t) ∈ �2 × (0, +∞),
∂v
∂ν

+ ρ2C
∫

Rn μ(ξ)ψ (ξ , x, t)dξ = 0, (x, t) ∈ �2 × (0, +∞),

(2.1)

with the following initial conditions:

u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ �,

v(x, 0) = v0(x), vt(x, 0) = v1(x), x ∈ �,

ϕ(ξ , x, 0) = 0, ψ(ξ , x, 0) = 0, ξ ∈R
n,

and C = 2 sin(απ)�( n
2 +1)

nπ
n
2 +1 .
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We define the energy of the solution of (2.1) by

E (t) =
1
2

∫

�

(|ut(x, t)|2 + |∇u(x, t)|2

+ |vt(x, t)|2 + |∇v(x, t)|2 + l|u(x, t) – v(x, t)|2)dx

+
ρ1C

2

∫

�2

∫

Rn
|ϕ(ξ , x, t)|2dξd� +

ρ2C
2

∫

�2

∫

Rn
|ψ(ξ , x, t)|2dξd�.

(2.2)

For all t ≥ 0, we have the following energy identity:

Lemma 2.4 Let U = (u, v, y, z,ϕ,ψ) be a regular solution of problem (2.1). Then, the func-
tional energy defined in equation (2.2) satisfies

d
dt

E(t) = –ρ1C
∫

�2

∫

Rn

(|ξ |2 + η
) |ϕ(ξ , x, t)|2dξd�

– ρ2C
∫

�2

∫

Rn

(|ξ |2 + η
) |ψ(ξ , x, t)|2dξd�.

Proof Multiplying equations (2.1)1 and (2.1)2 by ut and vt , respectively, using integration
by parts over �, equations (2.1)6 and (2.1)7, applying Green’s formula, and adding the two
equations, we obtain:

1
2

d
dt

(∫

�

(|ut(x, t)|2 + |vt(x, t)|2 + |∇u(x, t)|2 + |∇v(x, t)|2 + l|(u – v)(x, t)|2)dx
)

+ρ1C
∫

�2

(∫

Rn
μ(ξ )ϕ(ξ , x, t)dξ

)

ut(x, t)d�

+ρ2C
∫

�2

(∫

Rn
μ(ξ )ψ(ξ , x, t)dξ

)

vt(x, t)d�

= 0.

(2.3)

Multiplying equations (2.1)3 and (2.1)4 by ρ1Cϕ and ρ2Cψ , respectively, using integration
over �2 ×R

n, and adding the two equations, we obtain

1
2

d
dt

(

ρ1C
∫

�2

∫

Rn
|ϕ(ξ , x, t)|2dξd� + ρ2C

∫

�2

∫

Rn
|ψ(ξ , x, t)|2dξd�

)

+ ρ1C
∫

�2

∫

Rn
(|ξ |2 + η)|ϕ(ξ , x, t)|2dξd�

+ ρ2C
∫

�2

∫

Rn
(|ξ |2 + η)|ψ(ξ , x, t)|2dξd�

– ρ1C
∫

�2

(∫

Rn
μ(ξ )ϕ(ξ , x, t)dξ

)

ut(x, t)d�

– ρ2C
∫

�2

(∫

Rn
μ(ξ )ψ(ξ , x, t)dξ

)

vt(x, t)d�

= 0.

(2.4)

Combining equations (2.3) and (2.4), we obtain

d
dt

E(t) = –ρ1C
∫

�2

∫

Rn

(|ξ |2 + η
) |ϕ(ξ , x, t)|2dξd�

–ρ2C
∫

�2

∫

Rn

(|ξ |2 + η
) |ψ(ξ , x, t)|2dξd�.

This completes the proof of the lemma. �
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We now discuss the well-posedness of (2.1). For this purpose, we define the following
Hilbert space (the energy space):

H = (H1
�1 (�))2 × (L2(�))2 × (L2(Rn × �2))2,

where H1
�1

(�) is given by

H1
�1 (�) = {u ∈ H1(�); u = 0 on �1}.

For U = (u, v, y, z,ϕ,ψ)T and U1 = (u1, v1, y1, z1,ϕ1,ψ1)T , we define the following inner
product in H

〈U , U1〉H =
∫

�

(
yy1 + zz1 + ∇u∇u1 + ∇v∇v1 + l(u – v)(u1 – v1)

)
dx

+ ρ1C
∫

�2

∫

Rn
ϕ(ξ , x)ϕ1(ξ , x) dξd� + ρ2C

∫

�2

∫

Rn
ψ(ξ , x)ψ1(ξ , x) dξd�.

(2.5)

We then reformulate (2.1) into a semi-group setting. Introducing the vector function U =
(u, v, y, z,ϕ,ψ)T , system (2.1) is equivalent to

{
U ′ = AU , t > 0,
U(0) = U0,

(2.6)

where U0 := (u0, v0, u1, v1,ϕ0,ψ0)
T . The operator A is linear and defined by

A

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

u
v
y
z
ϕ

ψ

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

y
z

�u – l(u – v)

�v – l(v – u)

–
(|ξ |2 + η

)
ϕ + y|�2μ(ξ )

–
(|ξ |2 + η

)
ψ + z|�2μ(ξ )

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (2.7)

The domain of A is then

D (A) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(u, v, y, z,ϕ,ψ)T ∈H : u, v ∈ H1
�1 (�),�u,�v ∈ L2(�),

|ξ |ϕ, |ξ |ψ ∈ L2(Rn × �2),
–

(|ξ |2 + η
)
ϕ + y|�2μ(ξ ) ∈ L2(Rn × �2),

∂u
∂ν

|�2 = –ρ1C
∫

Rn μ(ξ )ϕ(ξ , x)dξ ,
–

(|ξ |2 + η
)
ψ + y|�2μ(ξ ) ∈ L2(Rn × �2),

∂v
∂ν

|�2 = –ρ2C
∫

Rn μ(ξ )ψ(ξ , x)dξ .

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (2.8)

We have the following theorem of existence and uniqueness.

Theorem 2.5
1. If U0 ∈ D (A), then system (2.1) has a unique strong solution

U ∈ C0 (R+, D (A)) ∩ C1 (R+,H) .
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2. If U0 ∈H, then system (2.1) has a unique weak solution

U ∈ C0 (R+,H) .

Proof First, we prove that the operator A is dissipative. For any U ∈ D(A), we have

�〈AU , U〉H = –ρ1C
∫

�2

∫

Rn

(|ξ |2 + η
) |ϕ(ξ , x)|2dξd�

–ρ2C
∫

�2

∫

Rn

(|ξ |2 + η
) |ψ(ξ , x)|2dξd� = 0.

(2.9)

Hence, A is dissipative. We will show that the operator λI –A is surjective for λ > 0. Given
F = (f1, f2, f3, f4, f5, f6) ∈H, we prove that there exists U ∈ D(A) satisfying

(λI – A)U = F . (2.10)

Equation (2.10) is equivalent to

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

λu – y = f1,
λv – z = f2,
λy – �u + l(u – v) = f3,
λz – �v + l(v – u) = f4,
λϕ +

(|ξ |2 + η
)
ϕ – y|�2μ(ξ ) = f5,

λψ +
(|ξ |2 + η

)
ψ – z|�2μ(ξ ) = f6.

(2.11)

Then, from (2.11)1 and (2.11)2, we find that

{
y = λu – f1,
z = λv – f2.

(2.12)

It is clear that y ∈ H1
�1

(�) and z ∈ H1
�1

(�). Furthermore, from (2.11)5 and (2.11)6, we can
find ϕ and ψ as

{
ϕ = f5(x,ξ )

λ+|ξ |2+η
+ λu/�2 μ(ξ )

λ+|ξ |2+η
– f1(x)μ(ξ )

λ+|ξ |2+η
,

ψ = f6(x,ξ )
λ+|ξ |2+η

+ λv/�2 μ(ξ )

λ+|ξ |2+η
– f2(x)μ(ξ )

λ+|ξ |2+η
.

(2.13)

By inserting (2.12)1 into (2.11)3 and (2.12)2 into (2.11)4, we get

{
λ2u – �u + l(u – v) = f3 + λf1,
λ2v – �v + l(v – u) = f4 + λf2.

(2.14)

Solving system (2.14) is equivalent to finding u, v ∈ H1
�1

(�) ∩ H2(�) such that

⎧
⎪⎨

⎪⎩

∫

�

(
λ2uχ – �uχ + l(u – v)χ

)
dx =

∫

�

(
f3 + λf1

)
χ dx,

∫

�

(
λ2vζ – �vζ + l(v – u)ζ

)
dx =

∫

�

(
f4 + λf2

)
ζ dx

(2.15)
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for all χ , ζ ∈ H1
�1

(�). From (2.15), one can see that the functions u and v satisfy the fol-
lowing system:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫

�

(
λ2uχ + ∇u∇χ + l(u – v)χ

)
dx + ρ1C

∫

�2

(∫

Rn
μ(ξ )ϕ(ξ , x, t)dξ

)

χd�

=
∫

�

(
f3 + λf1

)
χdx,

∫

�

(
λ2vζ + ∇v∇ζ + l(v – u)ζ

)
dx + ρ2C

∫

�2

(∫

Rn
μ(ξ )ψ(ξ , x, t)dξ

)

ζd�

=
∫

�

(
f4 + λf2

)
ζdx.

(2.16)

Using (2.13) in (2.16), we get

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫

�

(
λ2uχ + ∇u∇χ + l(u – v)χ

)
dx + ρ1C

∫

�2

(∫

Rn
μ(ξ )

f5(ξ ) + y|�2μ(ξ )

λ + |ξ |2 + η
dξ

)

χd�

=
∫

�

(
f3 + λf1

)
χdx,

∫

�

(
λ2vζ + ∇v∇ζ + l(v – u)ζ

)
dx + ρ2C

∫

�2

(∫

Rn
μ(ξ )

f6(ξ ) + z|�2μ(ξ )

λ + |ξ |2 + η
dξ

)

ζd�

=
∫

�

(
f4 + λf2

)
ζdx.

(2.17)

By inserting (2.12) into (2.17), we obtain

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫

�

(
λ2uχ + ∇u∇χ + l(u – v)χ

)
dx + ρ1λC

∫

�2

(∫

Rn
μ2(ξ )

u|�2

λ + |ξ |2 + η
dξ

)

χd�

=
∫

�

(
f3 + λf1

)
χdx – ρ1C

∫

�2

(∫

Rn
μ(ξ )

f5(ξ ) – f1|�2 (ξ )μ(ξ )

λ + |ξ |2 + η
dξ

)

χ(x)d�,
∫

�

(
λ2vζ + ∇v∇ζ + l(v – u)ζ

)
dx + ρ2λC

∫

�2

(∫

Rn
μ2(ξ )

v|�2

λ + |ξ |2 + η
dξ

)

ζd�

=
∫

�

(
f4 + λf2

)
ζdx – ρ2C

∫

�2

(∫

Rn
μ(ξ )

f6(ξ ) – f2|�2 (ξ )μ(ξ )

λ + |ξ |2 + η
dξ

)

ζ (x)d�.

Then,
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫

�

(
λ2uχ + ∇u∇χ + l(u – v)χ

)
dx +

∫

�

(
λ2vζ + ∇v∇ζ + l(v – u)ζ

)
dx

+ ρ1λC
∫

�2

(∫

Rn
μ2(ξ )

u|�2

λ + |ξ |2 + η
dξ

)

χd�

+ ρ2λC
∫

�2

(∫

Rn
μ2(ξ )

v|�2

λ + |ξ |2 + η
dξ

)

ζd�

=
∫

�

(
f3 + λf1

)
χdx +

∫

�

(
f4 + λf2

)
ζdx

– ρ1C
∫

�2

(∫

Rn
μ(ξ )

f5(ξ ) – f1|�2 (ξ )μ(ξ )

λ + |ξ |2 + η
dξ

)

χ(x)d�

– ρ2C
∫

�2

(∫

Rn
μ(ξ )

f6(ξ ) – f2|�2 (ξ )μ(ξ )

λ + |ξ |2 + η
dξ

)

ζ (x)d�.

(2.18)

Consequently, problem (2.18) is equivalent to the problem

a ((u, v) , (χ , ζ )) = L (χ , ζ ) , (2.19)
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where the bilinear form a :
(
H1

�1
(�) × H1

�1
(�)

)2 −→ C and the linear form L : H1
�1

(�) ×
H1

�1
(�) −→ C are defined by

a ((u, v) , (χ , ζ )) =
∫

�

(
λ2uχ + ∇u∇χ + l(u – v)χ

)
dx

+
∫

�

(
λ2vζ + ∇v∇ζ + l(v – u)ζ

)
dx

+ ρ1λC
∫

�2

(∫

Rn
μ2(ξ )

u|�2

λ + |ξ |2 + η
dξ

)

χd�

+ ρ2λC
∫

�2

(∫

Rn
μ2(ξ )

v|�2

λ + |ξ |2 + η
dξ

)

ζd�,

and

L (χ , ζ ) =
∫

�

(
f3 + λf1

)
χdx +

∫

�

(
f4 + λf2

)
ζdx

– ρ1C
∫

�2

(∫

Rn
μ(ξ )

f5(ξ ) – f1|�2 (ξ )μ(ξ )

λ + |ξ |2 + η
dξ

)

χ(x)d�

– ρ2C
∫

�2

(∫

Rn
μ(ξ )

f6(ξ ) – f2|�2 (ξ )μ(ξ )

λ + |ξ |2 + η
dξ

)

ζ (x)d�.

It is easy to verify that a is continuous and coercive, and L is continuous. Applying the
Lax-Milgram’s theorem, we infer that for all (χ , ζ ) ∈ H1

�1
(�) × H1

�1
(�) problem (2.19) has

a unique solution (u, v) ∈ H1
�1

× H1
�1

. Moreover, by the regularity theory for the linear
elliptic equations, it follows that u, v ∈ H2(�).

To establish the existence of U in D(A), it is necessary to demonstrate that ϕ(x; ξ ),
ψ(x; ξ ), |ξ |ϕ(x; ξ ), and |ξ |ψ(x; ξ ) belong to L2(�2 ×R

n). From (2.13), we obtain:

∫

�2

∫

Rn
|ϕ(x; ξ )|2 dξ d�2 ≤ 3

∫

�2

∫

Rn

|f5(x; ξ )|2
(
1 + |ξ |2 + η

)2 dξ d�2

+ 3
(∫

�2

(|λu|2 + |f1|2
)

d�2

)∫

Rn

|ξ |2α–n

(
1 + |ξ |2 + η

)2 dξ .

Using Lemma 2.2, it is evident that:

∫

Rn

|ξ |2α–n

(
1 + |ξ |2 + η

)2 dξ ≤
∫

Rn

|ξ |2α–n

1 + |ξ |2 + η
dξ < +∞.

Moreover, considering that f5 ∈ L2(�2 ×R
n), we have:

∫

�2

∫

Rn

|f5(x; ξ )|2
(
1 + |ξ |2 + η

)2 dξ d�2 ≤ 1
(1 + η)2

∫

�2

∫

Rn
|f5(x; ξ )|2 dξ d�2 < +∞.

Therefore, applying the trace theorem, we conclude that ϕ(x, ξ ) ∈ L2(�2 × R
n). Further,

from (2.13), we derive:

∫

�2

∫

Rn
|ξϕ(x; ξ )|2 dξ d�2 ≤ 3

∫

�2

∫

Rn

|ξ f5(x; ξ )|2
(
1 + |ξ |2 + η

)2 dξ d�2

+ 3
(∫

�2

(|λu|2 + |f1|2
)

d�2

)∫

Rn

|ξ |2α–n+2

(
1 + |ξ |2 + η

)2 dξ .
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Using the trace theorem and Lemma 2.3, we obtain:

(∫

�2

(|λu|2 + |f1|2
)

d�2

)∫

Rn

|ξ |2α–n+2

(
1 + |ξ |2 + η

)2 dξ < +∞.

Given that |ξ |2 < |ξ |2 + η + 1 and f5 ∈ L2(�2 ×R
n), we find:

∫

�2

∫

Rn

|ξ f5(x; ξ )|2
(
1 + |ξ |2 + η

)2 dξ d�2 ≤
∫

�2

∫

Rn
|f5(x; ξ )|2 dξ d�2 < +∞.

Thus, |ξϕ| ∈ L2(�2 ×R
n).

Similarly, it can be shown that ψ(x; ξ ), |ξψ(x; ξ )| ∈ L2(�2 ×R
n).

Finally, there exists a unique U := (u, v, y, z,ϕ,ψ) ∈ D(A) that solves (λI – A)U = F .
Therefore, the operator λI – A is surjective for any λ > 0. Finally, the result of Theorem

2.5 follows from the Lumer-Phillips theorem. �

3 Lack of exponential stability
With the objective of demonstrating the lack of exponential stability, we need the following
theorem:

Theorem 3.1 [15, 18] Let S (t) = eAt be a C0 semi-group of contractions on the Hilbert
space. Then, S(t) is exponentially stable if and only if

ρ (A) ⊇ {iβ : β ∈R} ≡ iR, (3.1)

and

lim|β|−→∞
∥
∥(iβI – A)–1∥∥

L(H)
< +∞. (3.2)

Our main result in this section is the following:

Theorem 3.2 The semi-group generated by the operator A is not exponentially stable in
the energy space H.

Proof Let –α2
n = (iαn)2 be a sequence of eigenvalues corresponding to the sequence of

normalized eigenfunctions un of the operator �, such that |αn| → ∞ as n → ∞ and

{
�un = –α2

nun, in�,
un = 0, on�1.

(3.3)

Our objective is to demonstrate, given certain conditions, that if iαn satisfies (3.1), then
(3.2) does not hold. In other words, we aim to establish the existence of an infinite num-
ber of eigenvalues of A approaching the imaginary axis, which prevents the exponen-
tial stability of the wave system (2.1). To begin, we compute the characteristic equation
yielding the eigenvalues of A. Let λ be an eigenvalue of A with associated eigenvector
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U = (u, v, y, z,ϕ,ψ)T . Then, AU = λU is equivalent to:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

λu – y = 0,
λv – z = 0,
λy – �u + l(u – v) = 0,
λz – �v + l(v – u) = 0,
λϕ +

(|ξ |2 + η
)
ϕ – y|�2μ(ξ ) = 0,

λψ +
(|ξ |2 + η

)
ψ – z|�2μ(ξ ) = 0.

We observe that if we consider the decomposition given by � := u + v, � := y + z and
� := ϕ + ψ , we have:

⎧
⎪⎨

⎪⎩

λ� – � = 0,
λ� – �� = 0,
λ� +

(|ξ |2 + η
)
� – �|�2μ(ξ ) = 0.

(3.4)

Taking θ := u – v, κ := y – z and σ := ϕ – ψ , we have:

⎧
⎪⎨

⎪⎩

λθ – κ = 0,
λκ – �θ + 2lθ = 0,
λσ +

(|ξ |2 + η
)
σ – κ|�2μ(ξ ) = 0.

(3.5)

The problem presented in (3.5) can be reformulated as

Vt = A1V , V (0) = V0,

where V0 = (θ0,κ0,σ0)T , and A1 : D(A) ⊂ H → H is defined as follows

A1 (θ ,κ ,σ) =
(
κ ,�θ – 2lθ , –

(|ξ |2 + η
)
σ + κ|�2μ(ξ )

)
.

Moreover, we note that
u := 1

2 (� + θ), v := 1
2 (� – θ), y := 1

2 (� + κ), z := 1
2 (� – κ), ϕ := 1

2 (� + σ) and ψ :=
1
2 (� – σ).

We define the Hilbert space

H = H1
�1 (�) × L2(�) × L2(Rn),

equipped with the following inner product

⎧
⎪⎪⎨

⎪⎪⎩

〈V1, V2〉H =
∫

�

(
�1�2 + ∇�1∇�2

)
dx + (ρ1 + ρ2)C

∫

�2

∫

Rn
�1�2 dξd�,

〈W1, W2〉H =
∫

�

(
θ1θ2 + ∇κ1∇κ2 + lθ1θ2

)
dx + (ρ1 + ρ2)C

∫

�2

∫

Rn
σ1σ2 dξd�,

where V1 = (�1,�1,�1), V2 = (�2,�2,�2), W1 = (θ1,κ1,σ1), and W2 = (θ2,κ2,σ2). Note
that the inner product 〈U1, U2〉H defined in (2.5) satisfies the equality

〈U1, U2〉H =
1
2

(〈V1, V2〉H + 〈W1, W2〉H) .
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Now, we must proceed to solve the problems (3.4) and (3.5). From (3.5)1, we have

κ = λθ . (3.6)

Inserting (3.6) in (3.5)2, we get

�θ =
(
λ2 + 2l

)
θ . (3.7)

From (3.3) and (3.7), we obtain the existence of a sequence of eigenvalues λn of A1 corre-
sponding to the sequence αn, such that

–α2
nθn = �θn =

(
λ2

n + 2l
)
θn,

then, we obtain

α2
n = –λ2

n – 2l.

By taking σn =
μ(ξ )

|ξ |2 + η + iαn
θn|�2 and Vn =

(
θn

iαn
, θn,σn

)T

. We have Vn ∈ D(A1). Then, a

direct computation gives

A1

⎛

⎜
⎜
⎝

θn

iαn
θn

σn

⎞

⎟
⎟
⎠ =

⎛

⎜
⎜
⎝

θn

iαnθn –
2lθn

iαn
iαnσn

⎞

⎟
⎟
⎠ .

It follows that

(iαnI – A1)Vn =

⎛

⎜
⎜
⎝

0
2lθn

iαn
0

⎞

⎟
⎟
⎠ .

Using the fact that

2l
∥
∥
∥
∥

θn

αn

∥
∥
∥
∥ −→ 0 as |αn| −→ ∞,

and the fact that θn is a normalized eigenfunction of the operator �, for each n ∈ N, one
gets

‖ (iαnI – A1)
–1 ‖L(H) −→ ∞ as |αn| −→ ∞.

This completes the proof. �

4 Stability
4.1 Strong stability of the system
In this part, we use the general criteria of Arendt and Batty (see [8]), following which a
C0-semi-group of contractions eAt in a Banach space is strongly stable if A has no pure
imaginary eigenvalues and σ (A) ∩ iR contains only a countable number of elements.
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Our main result in this part is the following theorem.

Theorem 4.1 [7] Suppose that η ≥ 0. The C0-semi-group eAt is strongly stable in H; i.e,
for all U0 ∈H, the solution of (2.6) satisfies

lim
t−→∞

∥
∥eAtU0

∥
∥
H = 0.

For the proof of Theorem 4.1, we need the following lemmas:

Lemma 4.2 A has no eigenvalues on iR.

Proof We distinguish two cases, iλ = 0 and iλ 
= 0.
Case 1. SolvingAU = 0 leads to U = 0, thanks to the boundary conditions in (2.8). Hence,

iλ = 0 is not an eigenvalue of A.
Case 2. We will argue by contradiction. Let us suppose that there exists λ ∈R, λ 
= 0, and

U 
= 0, such that AU = iλU . Then, we get

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

iλu – y = 0,
iλv – z = 0,
iλy – �u + l(u – v) = 0,
iλz – �v + l(v – u) = 0,
iλϕ +

(|ξ |2 + η
)
ϕ – y|�2μ(ξ ) = 0,

iλψ +
(|ξ |2 + η

)
ψ – z|�2μ(ξ ) = 0.

(4.1)

Then, from (2.9), we have

ϕ ≡ 0, ψ ≡ 0.

Hence, from (2.8) and (4.1)5 and (4.1)6, we obtain

{
∂u
∂ν

= 0 and y = 0, on �2,
∂v
∂ν

= 0 and z = 0, on �2,

and so u = v = 0 on �2.
By eliminating y and z, the system (4.1) implies that

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

–λ2u – �u + l(u – v) = 0, on �,
–λ2v – �v + l(v – u) = 0, on �,
u = v = 0, on �1,
∂u
∂ν

= ∂v
∂ν

= 0, on �2.

Using the unique continuation theorem, one gets u = v ≡ 0 on � and therefore U = 0.
This completes the proof. �

Lemma 4.3 For λ 
= 0 or λ = 0 and η 
= 0 the operator iλI – A is surjective.
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Proof Case 1: λ 
= 0.
We will demonstrate that the operator iλI – A is surjective for λ 
= 0. Letting F =

(f1, f2, f3, f4, f5, f6) ∈ H, we seek for X = (u, v, y, z,ϕ,ψ) ∈ D (A) solution of the following
equation

(iλI – A)X = F .

Equivalently, we have

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

iλu – y = f1,
iλv – z = f2,
iλy – �u + l(u – v) = f3,
iλz – �v + l(v – u) = f4,
iλϕ +

(|ξ |2 + η
)
ϕ – y|�2μ(ξ ) = f5,

iλψ +
(|ξ |2 + η

)
ψ – z|�2μ(ξ ) = f6.

(4.2)

From (4.2)1 and (4.2)2, we find that

{
y = iλu – f1,
z = iλv – f2.

(4.3)

By inserting (4.3)1 into (4.2)3 and (4.3)2 into (4.2)4, we get

{
–λ2u – �u + l(u – v) = f3 + iλf1,
–λ2v – �v + l(v – u) = f4 + iλf2.

(4.4)

Solving system (4.4) is equivalent to finding (u, v) ∈ H1
�1

(�) × H1
�1

(�) such that

⎧
⎪⎨

⎪⎩

∫

�

(
–λ2uχ – �uχ + l(u – v)χ

)
dx =

∫

�

(
f3 + iλf1

)
χ dx,

∫

�

(
–λ2vζ – �vζ + l(v – u)ζ

)
dx =

∫

�

(
f4 + iλf2

)
ζ dx,

(4.5)

for all (χ , ζ ) ∈ H1
�1

(�) × H1
�1

(�).
From (4.5), one can see that the functions u and v satisfy the following system

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫

�

(
–λ2uχ + ∇u∇χ + l(u – v)χ

)
dx + ρ1C

∫

�2

(∫

Rn
μ(ξ )ϕ(ξ , x, t)dξ

)

χd�

=
∫

�

(
f3 + iλf1

)
χdx,

∫

�

(
–λ2vζ + ∇v∇ζ + l(v – u)ζ

)
dx + ρ2C

∫

�2

(∫

Rn
μ(ξ )ψ(ξ , x, t)dξ

)

ζd�

=
∫

�

(
f4 + iλf2

)
ζdx.
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Then, using (4.2)5 and (4.2)6, we get

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫

�

(
–λ2uχ + ∇u∇χ + l(u – v)χ

)
dx + ρ1C

∫

�2

(∫

Rn
μ(ξ )

f5(ξ ) + y|�2μ(ξ )

iλ + |ξ |2 + η
dξ

)

χd�

=
∫

�

(
f3 + iλf1

)
χdx,

∫

�

(
–λ2vζ + ∇v∇ζ + l(v – u)ζ

)
dx + ρ2C

∫

�2

(∫

Rn
μ(ξ )

f6(ξ ) + z|�2μ(ξ )

iλ + |ξ |2 + η
dξ

)

ζd�

=
∫

�

(
f4 + iλf2

)
ζdx.

(4.6)

By inserting (4.3) into (4.6), we obtain

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫

�

(
–λ2uχ + ∇u∇χ + l(u – v)χ

)
dx + iλρ1C

∫

�2

(∫

Rn
μ2(ξ )

u|�2

iλ + |ξ |2 + η
dξ

)

χd�

=
∫

�

(
f3 + iλf1

)
χdx – ρ1C

∫

�2

(∫

Rn
μ(ξ )

f5(ξ ) – f1|�2 (ξ )μ(ξ )

iλ + |ξ |2 + η
dξ

)

χ(x)d�,
∫

�

(
–λ2vζ + ∇v∇ζ + l(v – u)ζ

)
dx + iλρ2C

∫

�2

(∫

Rn
μ2(ξ )

v|�2

iλ + |ξ |2 + η
dξ

)

ζd�

=
∫

�

(
f4 + iλf2

)
ζdx – ρ2C

∫

�2

(∫

Rn
μ(ξ )

f6(ξ ) – f2|�2 (ξ )μ(ξ )

iλ + |ξ |2 + η
dξ

)

ζ (x)d�.

Then,

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫

�

(
–λ2uχ + ∇u∇χ + l(u – v)χ

)
dx +

∫

�

(
–λ2vζ + ∇v∇ζ + l(v – u)ζ

)
dx,

+iλρ1C
∫

�2

(∫

Rn
μ2(ξ )

u|�2

iλ + |ξ |2 + η
dξ

)

χd�,

+iλρ2C
∫

�2

(∫

Rn
μ2(ξ )

v|�2

iλ + |ξ |2 + η
dξ

)

ζd�,

=
∫

�

(
f3 + iλf1

)
χdx +

∫

�

(
f4 + iλf2

)
ζdx,

–ρ1C
∫

�2

(∫

Rn
μ(ξ )

f5(ξ ) – f1|�2 (ξ )μ(ξ )

iλ + |ξ |2 + η
dξ

)

χ(x)d�,

–ρ2C
∫

�2

(∫

Rn
μ(ξ )

f6(ξ ) – f2|�2 (ξ )μ(ξ )

iλ + |ξ |2 + η
dξ

)

ζ (x)d�.

(4.7)

We can rewrite (4.7) as

–Lλ

(
(u, v), (χ , ζ )

)
+ 〈(u, v), (χ , ζ )〉H1

�1
(�) = � (χ , ζ ) , (4.8)

where

〈(u, v), (χ , ζ )〉H1
�1

(�) =
∫

�

(∇u∇χ + ∇v∇ζ + l(u – v)(χ – ζ ))dx,

Lλ

(
(u, v), (χ , ζ )

)
= λ2

∫

�

(uχ + vζ )dx – iλρ1C
∫

�2

(∫

Rn
μ2(ξ )

u|�2

iλ + |ξ |2 + η
dξ

)

χd�

–iλρ2C
∫

�2

(∫

Rn
μ2(ξ )

v|�2

iλ + |ξ |2 + η
dξ

)

ζd�,
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and

� (χ , ζ ) =
∫

�

(
f3 + iλf1

)
χdx +

∫

�

(
f4 + iλf2

)
ζdx

– ρ1C
∫

�2

(∫

Rn
μ(ξ )

f5(ξ ) – f1|�2 (ξ )μ(ξ )

iλ + |ξ |2 + η
dξ

)

χ(x)d�

– ρ2C
∫

�2

(∫

Rn
μ(ξ )

f6(ξ ) – f2|�2 (ξ )μ(ξ )

iλ + |ξ |2 + η
dξ

)

ζ (x)d�.

Using the continuous embedding from L2(�) into H–1(�) and the compactness embed-
ding from H1

�1
(�) into L2(�), we deduce that the operator Lλ is compact from L2(�) into

L2(�). Consequently, by the Fredholm alternative, proving the existence of (u, v) solution
of (4.8) reduces to proving that 1 is not an eigenvalue of Lλ for � ≡ 0. Let us suppose that
1 is an eigenvalue, then there exists (u, v) 
= 0 such that

Lλ

(
(u, v), (χ , ζ )

)
= 〈(u, v), (χ , ζ )〉H1

�1
(�) , ∀(χ , ζ ) ∈

(
H1

�1 (�)
)2

. (4.9)

In particular, for (χ , ζ ) = (u, v), it follows that

λ2
(
‖u‖2

L2(�) + ‖v‖2
L2(�)

)
– iλρ1C ‖u|‖2

L2(�2)

∫

Rn

μ2(ξ )

iλ + |ξ |2 + η
dξ

– iλρ2C ‖v|‖2
L2(�2)

∫

Rn

μ2(ξ )

iλ + |ξ |2 + η
dξ

= ‖∇u‖2
L2(�) + ‖∇v‖2

L2(�) + l ‖u – v‖2
L2(�) .

(4.10)

Taking the imaginary part in (4.10), we deduce that

u = v = 0, on �2.

Considering u and v are within D(A), we infer that

u = v = 0, on �.

From (4.9), we obtain

⎧
⎪⎨

⎪⎩

–λ2u – �u + l(u – v) = 0, on �,
–λ2v – �v + l(v – u) = 0, on �,
u = v = 0, on �.

Utilizing the analogous reasoning as presented in Lemma 4.2 based on the boundary ge-
ometric condition, one derives u = v = 0. Then, U = 0. Hence, iλI – A is surjective for all
λ ∈R

∗.
Case 2: λ = 0 and η 
= 0.



Chaili et al. Journal of Inequalities and Applications        (2024) 2024:121 Page 17 of 25

System (4.2) is reduced to the following system:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

–y = f1,
–z = f2,
–�u + l(u – v) = f3,
–�v + l(v – u) = f4,
(|ξ |2 + η

)
ϕ – y|�2μ(ξ ) = f5,

(|ξ |2 + η
)
ψ – z|�2μ(ξ ) = f6.

Consequently, from (4.7), we obtain

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∫

�

(∇u∇χ + l(u – v)χ)dx +
∫

�

(∇v∇ζ + l(v – u)ζ )dx,

=
∫

�

f3χdx +
∫

�

f4ζdx – ρ1C
∫

�2

(∫

Rn
μ(ξ )

f5(ξ ) – f1|�2 (ξ )μ(ξ )

|ξ |2 + η
dξ

)

χ(x)d�,

–ρ2C
∫

�2

(∫

Rn
μ(ξ )

f6(ξ ) – f2|�2 (ξ )μ(ξ )

|ξ |2 + η
dξ

)

ζ (x)d�.

(4.11)

Thus, system (4.11) can be written as the problem

aη ((u, v), (χ , ζ )) = Lη(χ , ζ ), (4.12)

where the bilinear form aη :
(
H1

�1
(�) × H1

�1
(�)

)2 → R and the linear form Lη : H1
�1

(�) ×
H1

�1
(�) → R are defined as follows

aη ((u, v), (χ , ζ )) =
∫

�

(∇u∇χ + l(u – v)χ)dx +
∫

�

(∇v∇ζ + l(v – u)ζ )dx,

and

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Lη(χ , ζ ) =
∫

�

f3χdx +
∫

�

f4ζdx

– ρ1C
∫

�2

(∫

Rn
μ(ξ )

f5(ξ ) – f1|�2 (ξ )μ(ξ )

|ξ |2 + η
dξ

)

χ(x)d�

– ρ2C
∫

�2

(∫

Rn
μ(ξ )

f6(ξ ) – f2|�2 (ξ )μ(ξ )

|ξ |2 + η
dξ

)

ζ (x)d�.

It is clear that the bilinear form aη is continuous and coercive, and the linear form Lη

is continuous. Then, by Lax-Milgram’s theorem, the variational problem (4.12) admits a
unique solution (u, v) ∈ H1

�1
(�) × H1

�1
(�), for all (χ , ζ ) ∈ H1

�1
(�) × H1

�1
(�). Then, we de-

duce from (4.11) that (u, v) ∈ H2(�) × H2(�). Consequently, the operator A is surjective.
The proof of the lemma is thus complete. �

The following lemma is similar to Lemma 2.10 in [5], whose proof we have followed with
slight modifications to fit our context.

Lemma 4.4 Assume that η = 0. Then, 0 ∈ σ (A).
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Proof We argue by contradiction. We suppose that 0 ∈ ρ(A). Let consider ωk ∈ H1
�1

(�) be
an eigenfunction of the system:

⎧
⎪⎨

⎪⎩

–�ωk = μ2
kωk , in �,

ωk = 0, on �1,
∂ωk
∂ν

= 0, on �2.

Now, we define the vector F = (0,ωk , 0, 0, 0, 0) ∈ H. Assume that there exists U =
(u, v, y, z,ϕ,ψ) ∈ D(A) such that

AU = F .

It follows that

⎧
⎪⎪⎨

⎪⎪⎩

z = ωk , in �,

y = 0, in �,

–|ξ |2ψ + μ(ξ )z = 0, on �2,

and we deduce that ψ(x, ξ ) = |ξ | 2α–n–4
2 ωk/�2 . We easy can check that, for α ∈]0, 1[, the func-

tion ψ(x, ξ ) /∈ L2 (�2 ×R
n). So, the assumption of the existence of U is false, and conse-

quently the operator A is not invertible. �

Proof of Theorem 4.1. By Lemma 4.2, the operator A has no pure imaginary eigenvalues
and by Lemma 4.3 R(iλ – A) = H for all λ ∈ R

∗ and R(iλ – A) = H for λ = 0 and for all
η > 0. Therefore, the closed graph theorem of Banach implies that σ (A) ∩ iR = ∅ if η > 0
and σ (A) ∩ iR = {0} if η = 0. This completes the proof. �

4.2 The rate of decay of the C0 semi-group
Our main result in this part concerns the polynomial decay of the energy of the solution of
(1.1) under a geometric condition. For this purpose, we consider the following hypothesis:

Denote ν the outward unit normal vector to �. Fix x0 in � and define m(x) = x – x0. We
assume that

m · ν ≤ 0 on �1 and m · ν ≥ m0 on �2, (4.13)

where m0 is a positive constant. We say that the boundary � satisfies the boundary mul-
tiplier geometric control condition (MGC).

Theorem 4.5 Assume that η > 0 and the boundary multiplier geometric condition (MGC)
(4.13) holds then for all initial data U0 ∈ D(A), there exists a constant C > 0 independent
of U0, such that the energy of the solution U of (1.1) satisfies the following estimation:

E(t) ≤ C
t 2

1–α

‖U0‖D(A).

To prove Theorem 4.5, we establish a particular resolvent estimate based on a result of
Batty in [10, 11] and Borichev and Tomilov in [14].
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Theorem 4.6 Assume that A is the generator of a strongly continuous semi-group of con-
tractions

(
et,A)

t≥0 on the energy space H. If iR ⊂ ρ(A), then for a fixed � > 0, the following
conditions are equivalent.

1. supλ∈R
∥
∥(iλI – A)–1

∥
∥
L(H) = O

(|λ|�),
2.

∥
∥etAU0

∥
∥
H ≤ C

1

t
1
�

, ∀t > 0, U0 ∈ D(A), for some C > 0.

We are now able to prove the energy of smooth solution of system (1.1) decays polyno-
mial to 0 as t goes to infinity.

Proof of Theorem 4.5 As a consequence of Theorem 4.6, one has to prove that the operator
A defined by (2.7) and (2.8) satisfies:

lim sup
λ∈R,|λ|→+∞

‖(iλI – A
)–1‖L(H) = O(|λ|1–α).

For clarity, we divide the proof into several steps.
Step 1. By contradiction, suppose that

lim sup
λ∈R,|λ|→∞

‖(iλI – A
)–1‖L(H) = ∞.

Then, there exists a sequence of real number λn > 0 with λn → ∞, and a sequence of
vectors (Un)n ∈ D(A) with

‖Un‖H = 1, (4.14)

such that

λ1–α
n (iλnI – A)Un := Fn = o(1), in H. (4.15)

For simplicity, we drop in the next the index n. Our goal is to derive from (4.15) that U
converges to zero, which consists of a contradiction.

Note that (4.15) is equivalent to

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

iλu – y =
f1

λ1–α
,

iλv – z =
f2

λ1–α
,

iλy – �u + l(u – v) =
f3

λ1–α
,

iλz – �v + l(v – u) =
f4

λ1–α
,

iλϕ +
(|ξ |2 + η

)
ϕ – y|�2μ(ξ ) =

f5

λ1–α
,

iλψ +
(|ξ |2 + η

)
ψ – z|�2μ(ξ ) =

f6

λ1–α
,

(4.16)

where

F = (f1, f2, f3, f4, f5, f6) ∈H.
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Taking the inner product in H of (4.15) with

U = (u, v, y, z,ϕ,ψ)T ,

and using the fact that

Re 〈(iλ – A)U , U〉H = ρ1C
∫

�2

∫

Rn

(|ξ |2 + η
) |ϕ(ξ , x, t)|2dξd�

+ ρ2C
∫

�2

∫

Rn

(|ξ |2 + η
) |ψ(ξ , x, t)|2dξd�,

we obtain

‖ (|ξ |2 + η
)1/2

ϕ‖L2(Rn×�2) =
o(1)

λ
1–α

2
and ‖ (|ξ |2 + η

)1/2
ψ‖L2(Rn×�2) =

o(1)

λ
1–α

2
,

and we deduce that

‖ϕ‖L2(Rn×�2) =
o(1)

λ
1–α

2
, ‖ψ‖L2(Rn×�2) =

o(1)

λ
1–α

2∥
∥
∥
∥
∂u
∂ν

∥
∥
∥
∥

L2(�2)

=
o(1)

λ
1–α

2
and

∥
∥
∥
∥

∂v
∂ν

∥
∥
∥
∥

L2(�2)

=
o(1)

λ
1–α

2
.

(4.17)

Now, multiplying equation (4.16)5 by (iλ + |ξ |2 + η)–1–n, integrating over Rn, and applying
the Cauchy-Schwartz inequality, one gets:

|y/�2 |
∫

Rn

|ξ |α+ n
2

(|λ| + |ξ |2 + η
)n+1 dξ

≤
(∫

Rn

|ξ |2n–2

(|λ| + |ξ |2 + η
)2n dξ

) 1
2 (∫

Rn
|ξϕ(x, ξ )|2dξ

) 1
2

+
1

|λ|1–α

(∫

Rn

|ξ |2n

(|λ| + |ξ |2 + η
)2n+2 dξ

) 1
2 (∫

Rn

∣
∣f5(x, ξ )

∣
∣2 dξ

) 1
2

.

Using Young’s inequality, Lemma A.3 in [5], and integrating over �2, we deduce

‖y/�2‖L2(�2) = o(1). (4.18)

Similarly, we obtain

‖z/�2‖L2(�2) = o(1). (4.19)

Note also that from (4.16)1 and (4.16)2, we deduce

‖u‖L2 =
O(1)

λ
and ‖v‖L2 =

O(1)

λ
. (4.20)
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Step 2. By eliminating y and z, system (4.16) implies that

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

–λ2u – �u + l(u – v) =
f3 + iλf1

λ1–α
, on �,

–λ2v – �v + l(v – u) =
f4 + iλf2

λ1–α
, on �,

u = v = 0, on �1,
∂u
∂ν

=
o(1)

λ
1–α

2
and

∂v
∂ν

=
o(1)

λ
1–α

2
in L2(�2).

(4.21)

By taking φ = u + v, we get

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

λ2φ + �φ =
–f3 – f4 – iλf1 – iλf2

λ1–α
, on �,

φ = 0, on �1,
∂φ

∂ν
=

o(1)

λ
1–α

2
in L2(�2).

(4.22)

First, multiplying equation (4.22)1 by (n – 1)φ̄, integrating over �, and then using green
formula and the boundary conditions, we get

λ2(n – 1)
∫

�

|φ|2dx – (n – 1)
∫

�

|∇φ|2dx + (n – 1)
∫

�2

∂�

∂ν
�̄d�

= (n – 1)
∫

�

–f3 – f4 – iλf1 – iλf2

λ1–α
�dx.

Using (4.17), (4.20), (4.22)4 and the fact that ‖f1‖H1
�1

(�) = o(1), ‖f2‖H1
�1

(�) = o(1), ‖f3‖L2(�) =
o(1) and ‖f4‖L2(�) = o(1), we deduce

(n – 1)
∫

�

|λφ|2dx – (n – 1)
∫

�

|∇φ|2dx =
o(1)

λ
1–α

2
. (4.23)

Next, multiplying equation (4.22)1 by 2(m · ∇φ̄) and integrating over �, one gets:

2λ2
∫

�

φ (m · ∇φ̄)dx + 2
∫

�

�φ (m · ∇φ̄)dx

= 2
∫

�

–f3 – f4 – iλf1 – iλf2

λ1–α
(m · ∇φ̄)dx =

o(1)

λ
1–α

2
.

(4.24)

Applying the integration by parts to the first integral in the left-hand side in equation
(4.24), we get

2λ2
∫

�

φ (m · ∇φ̄)dx = –n
∫

�

|λφ|2dx + λ2
∫

�2

(m · ν)|φ|2d�. (4.25)

Using the green formula on the second integral in the left-hand side in equation (4.24), we
gets

2
∫

�

�φ (m · ∇φ̄)dx = (n – 2)
∫

�

|∇φ|2dx + 2
∫

�

∂φ

∂ν
(m · ∇φ̄)d� –

∫

�

(m.ν)|∇�|2d�.

(4.26)
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Inserting (4.25) and (4.26) in (4.24), we deduce

–n
∫

�

|λφ|2dx + (n – 2)
∫

�

|∇φ|2dx + λ2
∫

�2

(m · ν)|φ|2d� + 2
∫

�

∂φ

∂ν
(m · ∇φ̄)d�

–
∫

�

(m.ν)|∇�|2d� =
o(1)

λ
1–α

2
.

(4.27)

Combining (4.23) and (4.27), we obtain

∫

�

|λφ|2dx +
∫

�

|∇φ|2dx = λ2
∫

�2

(m · ν)|φ|2d� + 2
∫

�

∂φ

∂ν
(m · ∇φ̄)d�

–
∫

�

(m.ν)|∇�|2d� +
o(1)

λ
1–α

2
.

(4.28)

Using (4.18) and (4.19), we infer that

λ2
∫

�2

(m · ν)|φ|2d� = o(1). (4.29)

On the other hand, it is easy to see that

2
∫

�

∂φ

∂ν
(m · ∇φ̄)d� –

∫

�

(m.ν)|∇�|2d� =
∫

�1

(m · ν)|∂�

∂ν
|2d�

+ 2
∫

�2

∂φ

∂ν
(m · ∇φ̄)d� –

∫

�2

(m.ν)|∇�|2d�.
(4.30)

Inserting equations (4.29) and (4.30) in equation (4.28), we get

∫

�

|λφ|2dx +
∫

�

|∇φ|2dx = o(1) +
∫

�1

(m · ν)|∂�

∂ν
|2d� + 2

∫

�2

∂φ

∂ν
(m · ∇φ̄)d�

–
∫

�2

(m.ν)|∇�|2d�.
(4.31)

Letting ε > 0 and using the Young inequality, we get

2�
∫

�2

∂φ

∂ν
(m · ∇φ̄)d� ≤ ‖m‖∞

ε

∫

�2

∣
∣
∣
∣
∂φ

∂ν

∣
∣
∣
∣

2

d� + ε

∫

�2

|∇�|2d�

= ε

∫

�2

|∇�|2d� +
o(1)

λ
1–α

2
. (4.32)

Inserting equation (4.32) in equation (4.31) and using the (MGC) condition, we get

∫

�

|λφ|2dx +
∫

�

|∇φ|2dx ≤ (ε – m0)

∫

�2

|∇�|2d� + o(1).

Taking ε < m0, we get

∫

�

|λφ|2dx +
∫

�

|∇φ|2dx ≤ o(1). (4.33)
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Thus, using equation (4.33), we obtain

‖�‖H1
�1

(�) = o(1). (4.34)

Step 3. By replacing v by � – u in (4.21), we find

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(2l – λ2)u – �u = l� +
f3 + iλf1

λ1–α
on �,

u = 0 on �1,
∂u
∂ν

=
o(1)

λ
1–α

2
in L2(�2).

We proceed exactly as the beginning of the proof, and the system is verified by φ. However,
in this case, we used λ2 – 2l instead of λ2 and (4.34) to find

‖u‖H1
�1

(�) = o(1) and consequently ‖v‖H1
�1

(�) = o(1). (4.35)

Step 4. On the other hand, multiplying (4.16)1 by ū and (4.16)2 by v̄ leads to:

⎧
⎪⎨

⎪⎩

∫

�

iλyū dx –
∫

�

�uū dx + l
∫

�

(u – v)ū dx =
∫

�

f3ū
λ1–α

dx,
∫

�

iλzv̄ dx –
∫

�

�vv̄ dx + l
∫

�

(v – u)v̄ dx =
∫

�

f4v̄
λ1–α

dx.

Then,

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

–
∫

�

yiλu dx +
∫

�

|∇u|2 dx + ρ1C
∫

�2

(∫

Rn
μ(ξ )ϕ(ξ , x, t)dξ

)

ūd� + l
∫

�

(u – v)ū dx

=
∫

�

f3ū
λ1–α

dx,

–
∫

�

ziλv dx +
∫

�

|∇v|2 dx + ρ2C
∫

�2

(∫

Rn
μ(ξ )ψ(ξ , x, t)dξ

)

v̄d� + l
∫

�

(v – u)v̄ dx

=
∫

�

f4v̄
λ1–α

dx.

(4.36)

Replacing (4.16)1 into (4.36)1 and (4.16)2 into (4.36)2, we have

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

–
∫

�

y(y + f1) dx +
∫

�

|∇u|2 dx + ρ1C
∫

�2

(∫

Rn
μ(ξ )ϕ(ξ , x, t)dξ

)

ūd�

+ l
∫

�

(u – v)ū dx =
∫

�

f3ū
λ1–α

dx,

–
∫

�

z(z + f2) dx +
∫

�

|∇v|2 dx + ρ2C
∫

�2

(∫

Rn
μ(ξ )ψ(ξ , x, t)dξ

)

v̄d�

+ l
∫

�

(v – u)v̄ dx =
∫

�

f4v̄
λ1–α

dx.
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Consequently,

–
∫

�

(|y(x)|2 + |z(x)|2)dx +
∫

�

(|∇u|2 + |∇v|2)dx + l
∫

�

|u – v|2dx

+ ρ1C
∫

�2

(∫

Rn
μ(ξ )ϕ(ξ , t)dξ

)

ūd�

+ ρ2C
∫

�2

(∫

Rn
μ(ξ )ψ(ξ , t)dξ

)

v̄d�

=
∫

�

f3ū + yf1 + f4v + zf2

λ1–α
dx.

(4.37)

Using (4.14), (4.17), (4.35), (4.37) and the fact that ‖f1‖H1
�1

(�) = o(1), ‖f2‖H1
�1

(�) = o(1),
‖f3‖L2(�) = o(1) and ‖f4‖L2(�) = o(1), we deduce

∫

�

(|y(x)|2 + |z(x)|2)dx = o(1). (4.38)

Finally, using (4.14), (4.17), (4.35), and (4.38), one gets a contradiction.
Thus, the proof of Theorem 4.5 is complete. �

5 Conclusion
In this study, we have examined a coupled system of wave equations with boundary
fractional dissipation applied locally. Our investigation began with establishing the well-
posedness of the system through a semi-group approach, demonstrating the existence and
uniqueness of solutions. While the system does not exhibit exponential stability, we con-
firmed its strong stability. Leveraging Arendt and Batty’s criterion, we further showed that
the energy of the system decays over time, following a polynomial rate. Moreover, we con-
jecture that the energy decay rate of type t –2

1–α is optimal.
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