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#### Abstract

In this paper, a class of stochastic vector variational inequality (SVVI) problems are considered. By employing the idea of a D-gap function, the SVVI problem is reformulated as a deterministic model, which is an unconstrained expected residual minimization (UERM) problem, while it is reformulated as a constrained expected residual minimization problem in the work of Zhao et al. Then, the properties of the objective function are investigated and a sample average approximation approach is proposed for solving the UERM problem. Convergence of the proposed approach for global optimal solutions and stationary points is analyzed. Moreover, we consider another deterministic formulation, i.e., the expected value (EV) formulation for an SVVI problem, and the global error bound of a D-gap function based on the EV formulation is given.
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## 1 Introduction

It is well known that the vector variational inequality (VVI) is an effective tool for studying vector optimization problems [16]. The concept of VVI was originally introduced in finite-dimensional Euclidean spaces by Giannessi [9]. Since then, the VVI problem has been extensively considered in studying some related problems, such as vector equilibrium [10], traffic network equilibrium [6, 18], market equilibrium [2], and so on. Since we often encounter uncertain problems in the real world, it is meaningful to consider the stochastic version of a vector variational inequality.
Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, $K \subseteq \mathbb{R}^{n}$ be a nonempty, closed and convex set, and $\xi(\omega): \Omega \rightarrow \Xi$ a random vector with supported on a closed set $\Xi \subset \mathbb{R}^{r}$. The stochastic vector variational inequality (SVVI) problem is to find $x^{*} \in K$ such that

$$
\begin{align*}
& \left(\left(y-x^{*}\right)^{\top} F_{1}\left(x^{*}, \xi(\omega)\right), \ldots,\left(y-x^{*}\right)^{\top} F_{m}\left(x^{*}, \xi(\omega)\right)\right) \\
& \quad \notin-\operatorname{int} \mathbb{R}_{+}^{m}, \quad \forall y \in K, \text { a.s. } \xi(\omega) \in \Xi \tag{1}
\end{align*}
$$

[^0]where the vector-valued functions $F_{j}: \mathbb{R}^{n} \times \mathbb{R}^{r} \rightarrow \mathbb{R}^{n}(j=1, \ldots, m)$ contain certain random variables and "a.s." is the abbreviation for "almost surely" under the given probability measure. For convenience, we denote $\xi(\omega)$ by $\xi$ and $F:=\left(F_{1}, \ldots, F_{m}\right)$. It is easy to see that problem (1) includes some models as special cases, for example:
(i) If $\Omega$ only contains a realization, then SVVI (1) reduces to a VVI problem, that is, to find a vector $x^{*} \in K$ such that
$$
\left(\left(y-x^{*}\right)^{\top} F_{1}\left(x^{*}\right), \ldots,\left(y-x^{*}\right)^{\top} F_{m}\left(x^{*}\right)\right) \notin-\operatorname{int} \mathbb{R}_{+}^{m}, \quad \forall y \in K .
$$

The interested reader is referred to the monographs $[1,10]$ and some papers [ $3,4,13,16,17,27$ ] for more details on VVI problems.
(ii) When $m=1$, the SVVI (1) reduces to a stochastic variational inequality (SVI) problem, that is, to find a vector $x^{*} \in K$ such that

$$
\left(y-x^{*}\right)^{\top} F_{1}\left(x^{*}, \xi\right) \geq 0, \quad \forall y \in K, \text { a.s. } \xi \in \Xi .
$$

For more details on SVI problems, please refer to some papers, for example [11, 12, 19, 21-25, 28].
(iii) When $\Omega$ only contains a realization and $m=1$, the SVVI (1) reduces to a classical variational inequality (VI) problem, that is, to find a vector $x^{*} \in K$ such that

$$
\begin{equation*}
\left(y-x^{*}\right)^{\top} F_{1}\left(x^{*}\right) \geq 0, \quad \forall y \in K \tag{2}
\end{equation*}
$$

For VI problems, please refer to, for example, the monograph [7, 8].
In the past decades, much attention has been paid to the study of some SVI problems. We would like to point out that an important issue in the field of SVI problems is how to solve them. Gürkan-Özge-Robinson [11] proposed a sample-path solution, also called the expected value (EV) approach, for dealing with the SVI problem. Subsequently, the SVI is turned into a certain VI problem. After that, Jiang-Xu [14] reformulated SVI as an optimization problem based on the EV formulation and studied the global convergence results of the presented approach. He et al. [12] utilized a sample average approximation approach for dealing with the SVI based on the EV formulation. In addition, another approach, called the expected residual minimization (ERM), was presented by Chen-Fukushima [5] for solving a stochastic linear complementarity problem. Luo-Lin [23, 24] applied the ERM approach as a natural extension to solve the SVI problems, where the functions $F(x, \xi)$ are affine and nonlinear, respectively. Later, Ma-Wu-Huang [28] applied the ERM approach to solve a stochastic affine variational inequality problem with nonlinear perturbations based on the work of Luo-Lin [23]. $\mathrm{Lu}-\mathrm{Li}$ [21] and $\mathrm{Lu}-\mathrm{Li}-\mathrm{Yang}$ [22] introduced a new formulation called weighted expected residual minimization (WERM) for solving the SVI problem based on the works of Ma-Wu-Huang [28] and Luo-Lin [24], respectively.

In the recent literature, there are few studies about SVVI problems [26, 27, 33]. Zhao et al. [33] applied the ERM approach for solving the SVVI problem, which generalized some results of Luo-Lin in [23,24] from an SVI problem to an SVVI problem. There, the SVVI is converted into a constrained optimization problem. We would like to point out that it is interesting to propose an unconstrained optimization formulation to deal with the SVVI problem. By using the idea of the D-gap function, we propose an unconstrained
optimization reformulation for a class of SVVI problems. For more details on the D-gap function, please refer to [12, 15, 20, 32], for instance.
The remainder of this paper is structured as follows: in Sect. 2, we recall some fundamental results that will be used in the following sections. In Sect. 3, we investigate the properties of the objective function $\theta$, i.e., continuous differentiability and the boundedness of the level set. In Sect. 4, we use the SAA approach to approximate the expected value of the objective function, and investigate the convergence of the SAA approach for global optimal solutions and stationary points. In Sect. 5, another deterministic formulation, i.e., the EV formulation for the SVVI problem is considered. And we give the global error bound of the D-gap function $g_{\alpha \beta}(\cdot, \cdot)$ based on the EV formulation.

## 2 Preliminaries

Recently, Zhao et al. [33, Eq. (6)] presented an equivalent scalar variational inequality (with certain constraints) formulation of the SVVI problem, which is to find $\left(x^{*}, \lambda^{*}\right) \in K \times \Lambda$ such that

$$
\begin{equation*}
\left(y-x^{*}\right)^{\top} \sum_{j=1}^{m} \lambda_{j}^{*} F_{j}\left(x^{*}, \xi\right) \geq 0, \quad \forall y \in K, \text { a.s. } \xi \in \Xi \tag{3}
\end{equation*}
$$

where $\Lambda:=\left\{\lambda \in \mathbb{R}^{m}: \lambda_{j} \geq 0, \sum_{j=1}^{m} \lambda_{j}=1\right\}$.
Generally, the presence of a random variable $\xi \in \Xi$ in problem (3) leads to no solution. It is therefore particularly significant to give a reasonable deterministic reformulation for problem (3).
Following the ideas of Yamashita-Taji-Fukushima [32, Eq. (6)] and Zhao et al. [33, Eq. (7)], we introduce the D-gap function $g_{\alpha \beta}: \mathbb{R}^{n} \times \Lambda \times \Xi \rightarrow[0, \infty)$ for SVVI (3) as follows:

$$
\begin{equation*}
g_{\alpha \beta}(x, \lambda, \xi):=g_{\alpha}(x, \lambda, \xi)-g_{\beta}(x, \lambda, \xi), \quad x \in \mathbb{R}^{n}, \lambda \in \Lambda, \text { a.s. } \xi \in \Xi, \tag{4}
\end{equation*}
$$

where $0<\alpha<\beta$ and $g_{\gamma}(\gamma=\alpha, \beta): \mathbb{R}^{n} \times \Lambda \times \Xi \rightarrow \mathbb{R}$ is the regularized gap function originated from [33, Eq. (7)] by Zhao et al., which is defined as

$$
\begin{equation*}
g_{\gamma}(x, \lambda, \xi):=\max _{y \in K}\left\{(x-y)^{\top} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi)-\frac{\gamma}{2}\|x-y\|^{2}\right\} . \tag{5}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
g_{\gamma}(x, \lambda, \xi)=\left(x-H_{\gamma}(x, \lambda, \xi)\right)^{\top} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi)-\frac{\gamma}{2}\left\|x-H_{\gamma}(x, \lambda, \xi)\right\|^{2} \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\gamma}(x, \lambda, \xi):=\operatorname{Proj}_{K}\left(x-\gamma^{-1} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi)\right) . \tag{7}
\end{equation*}
$$

In what follows, we assume that D-gap function $g_{\alpha \beta}(x, \lambda, \cdot)$ is integrable on $\Xi$ for each $(x, \lambda)$.

## Remark 1

(i) If $m=1$ and $K=\mathbb{R}_{+}^{n}$, then the D-gap function $g_{\alpha \beta}$ reduces to the corresponding gap function [20, Eq. (3)] for the stochastic complementarity problem of Liu-Li [20];
(ii) If $\Omega$ only involves a realization and $m=1$, then the D-gap function $g_{\alpha \beta}$ is the same as the gap function [32, Eq. (6)] considered by Yamashita-Taji-Fukushima [32] with $\phi(x, y)=(1 / 2)\|x-y\|^{2}$.

In what follows, similar to Liu-Li [20, Eq. (6)], we present an unconstrained ERM (UERM) formulation for problem (3):

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}, \lambda \in \Lambda} \theta(x, \lambda):=\mathbb{E}\left[g_{\alpha \beta}(x, \lambda, \xi)\right], \tag{8}
\end{equation*}
$$

where $\mathbb{E}$ denotes the mathematical expectation with respect to the law of $\xi \in \Xi$.
Following the work of Zhao et al. [33, p. 551], we adopt the following assumptions, which will be used in the sequel:
(a) For $\xi \in \Xi$ and each $j=1, \ldots, m$, the function $F_{j}(\cdot, \xi)$ is a.s. continuously differentiable on $\mathbb{R}^{n}$.
(b) There exists an integrable function $\kappa(\xi)$ such that

$$
\mathbb{E}\left[\kappa^{2}(\xi)\right]<+\infty \quad \text { and } \quad \sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\|+\sum_{j=1}^{m}\left\|\nabla_{x} F_{j}(x, \xi)\right\|_{\mathcal{F}} \leq \kappa(\xi)
$$

hold a.s. for any $x \in \mathbb{R}^{n}$ and $\xi \in \Xi$. Here the Frobenius norm $\|\cdot\|_{\mathcal{F}}$ is defined by $\|A\|_{\mathcal{F}}=\left(\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j}^{2}\right)^{\frac{1}{2}}$ for a given matrix $A$.
(c) For each $j=1, \ldots, m$, the function $F_{j}(\cdot, \xi)$ is Lipschitz continuous on $\mathbb{R}^{n}$ with Lipschitz constant $L_{j}(\xi)$ satisfying $\mathbb{E}\left[L_{j}^{2}(\xi)\right]<+\infty$, i.e.,

$$
\left\|F_{j}(y, \xi)-F_{j}(x, \xi)\right\| \leq L_{j}(\xi)\|y-x\|, \quad \forall x, y \in \mathbb{R}^{n}
$$

And meanwhile, $L=\max _{1 \leq j \leq m} \mathbb{E}\left[L_{j}(\xi)\right]$.
Let us recall some well-known concepts and lemmas, which will be frequently used in the sequel.

Definition 1 Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a mapping.
(i) It is said to to be monotone on $\mathbb{R}^{n}$ if for any $x, y \in \mathbb{R}^{n}$,

$$
(F(y)-F(x))^{\top}(y-x) \geq 0
$$

(ii) It is said to be strongly monotone on $\mathbb{R}^{n}$ with modulus $\sigma>0$ if for any $x, y \in \mathbb{R}^{n}$,

$$
(F(y)-F(x))^{\top}(y-x) \geq \sigma\|y-x\|^{2} .
$$

Definition 2 ([14]) Let $F: \mathbb{R}^{n} \times \mathbb{R}^{r} \rightarrow \mathbb{R}^{n}$ be a mapping and $K \subseteq \mathbb{R}^{n}, V \subseteq \mathbb{R}^{r}$. Then $F$ is said to be uniformly strongly monotone on $K$ with modulus $\mu>0$ over $V$, if for almost every $\xi \in V$ and any $x, y \in K$,

$$
(F(y, \xi)-F(x, \xi))^{\top}(y-x) \geq \mu\|y-x\|^{2} .
$$

Lemma 1 ([7, Theorem 2.3.3]) Let $K \subseteq \mathbb{R}^{n}$ be a nonempty, closed and convex set and let $F: K \rightarrow \mathbb{R}^{n}$ be continuous. If $F$ is strongly monotone on $K$, then $\mathrm{VI}(K, F)$ has a unique solution.

Lemma 2 ([8, Theorem 10.2.3]) Let $K \subseteq \mathbb{R}^{n}$ be a nonempty, closed and convex set and let $F: K \rightarrow \mathbb{R}^{n}$ be continuous. The following statements are valid for VI (2):
(a) For every $x \in K, y_{c}(x)=\Pi_{K}\left(x-\alpha^{-1} F(x)\right)$.
(b) $\theta_{\alpha}(x)$ is continuous on $K$ and nonnegative on $K$.
(c) $\left[\theta_{\alpha}(x)=0, x \in K\right]$ if and only if $x$ solves the VI problem,
where $\theta_{\alpha}(x)$ is the regularized gap function for problem (2), which is defined as $\theta_{\alpha}(x)=$ $\max _{y \in K}\left\{F(x)^{\top}(x-y)-\frac{\alpha}{2}\|x-y\|^{2}\right\}$.

Lemma 3 ([30, Theorem 16.8]) Suppose that $f(x, \xi)$ is a measurable and integrable function of $\xi$ for each $x$ in $(a, b)$. Let $\phi(x)=\int f(x, \xi) \mu(d \xi)$. Suppose that for $\xi \in \mathcal{A}$, where $\mathcal{A}$ satisfies $\mu(\Omega-\mathcal{A})=0, f(x, \xi)$ has in $(a, b)$ a derivative $f^{\prime}(x, \xi)$; suppose further that $\left|f^{\prime}(x, \xi)\right| \leq g(\xi)$ for $\xi \in \mathcal{A}$ and $x \in(a, b)$, where $g$ is integrable. Then $\phi(x)$ has derivative $\int f^{\prime}(x, \xi) \mu(d \xi)$ on $(a, b)$.

## 3 Properties of the objective function $\boldsymbol{\theta}$

In this section, we first investigate the continuous differentiability of the objective function $\theta$. To this end, we give some fundamental lemmas.

Lemma 4 For any $(x, \lambda) \in \mathbb{R}^{n} \times \Lambda$ and $\xi \in \Xi$, it holds that

$$
\begin{equation*}
\left\|x-H_{\gamma}(x, \lambda, \xi)\right\| \leq \frac{2}{\gamma} \sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\| . \tag{9}
\end{equation*}
$$

Proof We have

$$
\begin{aligned}
\frac{\gamma}{2}\left\|x-H_{\gamma}(x, \lambda, \xi)\right\|^{2} & \leq\left(x-H_{\gamma}(x, \lambda, \xi)\right)^{\top} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi) \\
& \leq\left\|x-H_{\gamma}(x, \lambda, \xi)\right\| \sum_{j=1}^{m} \lambda_{j}\left\|F_{j}(x, \xi)\right\| \\
& \leq\left\|x-H_{\gamma}(x, \lambda, \xi)\right\| \sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\|
\end{aligned}
$$

where the first inequality follows from the nonnegativity of the regularized gap function $g_{\gamma}$, the second inequality follows from the Cauchy-Schwarz inequality, and the last inequality follows from the fact that $\lambda_{j} \in[0,1]$. Thus, we get the desired conclusion. This completes the proof.

Lemma 5 Let $0<\alpha<\beta$. For any $(x, \lambda) \in \mathbb{R}^{n} \times \Lambda$ and $\xi \in \Xi$, one has

$$
\begin{equation*}
\left\|H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right\| \leq\left(\alpha^{-1}-\beta^{-1}\right) \sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\| . \tag{10}
\end{equation*}
$$

Proof It holds that

$$
\begin{aligned}
& \left\|H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right\| \\
& \quad=\left\|\operatorname{Proj}_{K}\left(x-\beta^{-1} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi)\right)-\operatorname{Proj}_{K}\left(x-\alpha^{-1} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi)\right)\right\| \\
& \quad \leq\left\|\left(x-\beta^{-1} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi)\right)-\left(x-\alpha^{-1} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi)\right)\right\| \\
& \quad \leq\left(\alpha^{-1}-\beta^{-1}\right) \sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\|
\end{aligned}
$$

where the first inequality follows from the nonexpansivity property of the projection operator $\operatorname{Proj}_{K}$, and the second inequality follows from the triangle inequality of the norm and the fact that $\lambda_{j} \in[0,1]$. This completes the proof.

Remark 2 If $m=1$ and $K=\mathbb{R}_{+}^{n}$, then Lemma 5 reduces to [20, Lemma 2.1] due to Liu-Li.

Theorem 1 Suppose that assumptions (a) and (b) hold. Then, one has
(i) $g_{\alpha \beta}(\cdot, \cdot, \xi)$ is continuously differentiable with respect to $(x, \lambda)$ for any $\xi \in \Xi$;
(ii) $\theta(\cdot, \cdot)$ is continuously differentiable with respect to $(x, \lambda)$ and

$$
\nabla \theta(x, \lambda)=\mathbb{E}\left[\nabla_{(x, \lambda)} g_{\alpha \beta}(x, \lambda, \xi)\right] .
$$

Proof (i) Since the functions $F_{j}(\cdot, \xi)(j=1, \ldots, m)$ are continuously differentiable with respect to $x$ on $\mathbb{R}^{n}$ by assumption (a), it follows from item (c) of Lemma 2 that the D-gap function $g_{\alpha \beta}(\cdot, \cdot, \xi)$ is continuously differentiable with respect to $(x, \lambda)$ on $\mathbb{R}^{n} \times \Lambda$ for any $\xi \in \Xi$.
(ii) From item (c) of Lemma 2, we have

$$
\begin{align*}
& \nabla_{(x, \lambda)} g_{\alpha \beta}(x, \lambda, \xi) \\
& \quad=\left(\begin{array}{c}
\sum_{j=1}^{m} \lambda_{j} \nabla_{x} F_{j}(x, \xi)\left(H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right)+\alpha\left(H_{\alpha}(x, \lambda, \xi)-x\right)-\beta\left(H_{\beta}(x, \lambda, \xi)-x\right) \\
\left(H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right)^{\top} F_{1}(x, \xi) \\
\vdots \\
\left(H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right)^{\top} F_{m}(x, \xi)
\end{array}\right) . \tag{11}
\end{align*}
$$

Hence, we obtain that

$$
\begin{align*}
& \left\|\nabla_{(x, \lambda)} g_{\alpha \beta}(x, \lambda, \xi)\right\| \\
& \quad \leq \| \sum_{j=1}^{m} \lambda_{j} \nabla_{x} F_{j}(x, \xi)\left(H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right)+\alpha\left(H_{\alpha}(x, \lambda, \xi)-x\right) \\
& \quad-\beta\left(H_{\beta}(x, \lambda, \xi)-x\right)\left\|+\sum_{j=1}^{m}\right\| F_{j}(x, \xi)\left(H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right) \|  \tag{12}\\
& \quad \leq \sum_{j=1}^{m}\left\|\nabla_{x} F_{j}(x, \xi)\right\|\left\|H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right\|+\alpha\left\|H_{\alpha}(x, \lambda, \xi)-x\right\|
\end{align*}
$$

$$
+\beta\left\|H_{\beta}(x, \lambda, \xi)-x\right\|+\sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\|\left\|H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right\|,
$$

where the last inequality follows from the triangle and Cauchy-Schwarz inequalities, as well as the fact that $\lambda_{j} \in[0,1]$. Taking $\gamma=\alpha, \beta$ in Lemma 4 , we get

$$
\begin{equation*}
\left\|x-H_{\alpha}(x, \lambda, \xi)\right\| \leq \frac{2}{\alpha} \sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\| \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|x-H_{\beta}(x, \lambda, \xi)\right\| \leq \frac{2}{\beta} \sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\| . \tag{14}
\end{equation*}
$$

Thus, we obtain

$$
\begin{aligned}
& \left\|\nabla_{(x, \lambda)} g_{\alpha \beta}(x, \lambda, \xi)\right\| \\
& \quad \leq\left(\sum_{j=1}^{m}\left\|\nabla_{x} F_{j}(x, \xi)\right\|+\sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\|\right)\left(\left\|H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right\|\right) \\
& \quad+\alpha\left\|H_{\alpha}(x, \lambda, \xi)-x\right\|+\beta\left\|H_{\beta}(x, \lambda, \xi)-x\right\| \\
& \quad \leq\left(\alpha^{-1}-\beta^{-1}\right) \sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\|\left(\sum_{j=1}^{m}\left\|\nabla_{x} F_{j}(x, \xi)\right\|+\sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\|\right)+4 \sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\| \\
& =\left(4+\left(\alpha^{-1}-\beta^{-1}\right)\left(\sum_{j=1}^{m}\left\|\nabla_{x} F_{j}(x, \xi)\right\|+\sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\|\right)\right) \sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\|,
\end{aligned}
$$

where the first inequality follows from (12) and the second inequality follows from (13), (14), and (10) in Lemma 5. From Lemma 3, we know that the function $\theta$ is continuously differentiable, and simultaneously get that $\nabla \theta(x, \lambda)=\mathbb{E}\left[\nabla_{(x, \lambda)} g_{\alpha \beta}(x, \lambda, \xi)\right]$.

Next, we investigate the boundedness of the level set of the objective function $\theta$. The level set of $\theta$ is defined by

$$
L_{\theta}(c):=\left\{(x, \lambda) \in \mathbb{R}^{n} \times \Lambda: \theta(x, \lambda) \leq c\right\} .
$$

Lemma 6 Let $0<\alpha<\beta$. For any $(x, \lambda) \in \mathbb{R}^{n} \times \Lambda$ and $\xi \in \Xi$, one has

$$
\begin{equation*}
\frac{\beta-\alpha}{2}\left\|x-H_{\beta}(x, \lambda, \xi)\right\|^{2} \leq g_{\alpha \beta}(x, \lambda, \xi) \leq \frac{\beta-\alpha}{2}\left\|x-H_{\alpha}(x, \lambda, \xi)\right\|^{2} \tag{15}
\end{equation*}
$$

Proof We only prove the first inequality of (15). By the definition of D-gap function $g_{\alpha \beta}$ and Lemma 2, we have

$$
g_{\alpha \beta}(x, \lambda, \xi)=\left(x-H_{\alpha}(x, \lambda, \xi)\right)^{\top} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi)-\frac{\alpha}{2}\left\|x-H_{\alpha}(x, \lambda, \xi)\right\|^{2}
$$

$$
\begin{aligned}
& -\left(x-H_{\beta}(x, \lambda, \xi)\right)^{\top} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi)+\frac{\beta}{2}\left\|x-H_{\beta}(x, \lambda, \xi)\right\|^{2} \\
\geq & \left(x-H_{\beta}(x, \lambda, \xi)\right)^{\top} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi)-\frac{\alpha}{2}\left\|x-H_{\beta}(x, \lambda, \xi)\right\|^{2} \\
& -\left(x-H_{\beta}(x, \lambda, \xi)\right)^{\top} \sum_{j=1}^{m} \lambda_{j} F_{j}(x, \xi)+\frac{\beta}{2}\left\|x-H_{\beta}(x, \lambda, \xi)\right\|^{2} \\
= & \frac{\beta-\alpha}{2}\left\|x-H_{\beta}(x, \lambda, \xi)\right\|^{2} .
\end{aligned}
$$

In a similar way, we obtain the second inequality of (15). This completes the proof.

Theorem 2 If $K$ is a compact set, then, for any $c \geq 0$, the level set $L_{\theta}(c)$ of the objective function $\theta$ is bounded.

Proof Suppose on the contrary that there exists a $\bar{c} \geq 0$ such that $L_{\theta}(\bar{c})$ is unbounded. This implies that there exists a sequence $\left\{\left(x^{k}, \lambda^{k}\right)\right\} \subset L_{\theta}(\bar{c})$ such that

$$
\lim _{k \rightarrow \infty}\left\|\left(x^{k}, \lambda^{k}\right)\right\|=+\infty
$$

Since $\left\{\lambda^{k}\right\} \subset \Lambda$ and $\Lambda$ is a compact set, we get that

$$
\lim _{k \rightarrow \infty}\left\|x^{k}\right\|=+\infty
$$

For each $k$, we know that $H_{\beta}\left(x^{k}, \lambda^{k}, \xi\right) \in K$ by (7). Taking into account that the set $K$ is compact, the sequence $\left\{H_{\beta}\left(x^{k}, \lambda^{k}, \xi\right)\right\}$ is also bounded. Therefore, we obtain that $\| x^{k}-$ $H_{\beta}\left(x^{k}, \lambda^{k}, \xi\right) \| \rightarrow \infty$, as $k$ tends to $\infty$.

It follows from the definition of $\theta(x, \lambda)$ and (15) in Lemma 6 that

$$
\begin{align*}
\theta\left(x^{k}, \lambda^{k}\right) & =\mathbb{E}\left[g_{\alpha \beta}\left(x^{k}, \lambda^{k}, \xi\right)\right] \\
& \geq \mathbb{E}\left[\frac{\beta-\alpha}{2}\left\|x^{k}-H_{\beta}\left(x^{k}, \lambda^{k}, \xi\right)\right\|^{2}\right]  \tag{16}\\
& =\frac{\beta-\alpha}{2} \mathbb{E}\left[\left\|x^{k}-H_{\beta}\left(x^{k}, \lambda^{k}, \xi\right)\right\|^{2}\right] .
\end{align*}
$$

Since $\left\|x^{k}-H_{\beta}\left(x^{k}, \lambda^{k}, \xi\right)\right\| \rightarrow \infty$, as $k$ tends to $\infty$, we get that $\mathbb{E}\left[\left\|x^{k}-H_{\beta}\left(x^{k}, \lambda^{k}, \xi\right)\right\|^{2}\right] \rightarrow \infty$, and so

$$
\lim _{k \rightarrow \infty}\left(\frac{\beta-\alpha}{2} \mathbb{E}\left[\left\|x^{k}-H_{\beta}\left(x^{k}, \lambda^{k}, \xi\right)\right\|^{2}\right]\right) \rightarrow \infty
$$

whenever $0<\alpha<\beta$. This, together with (16), implies that $\theta\left(x^{k}, \lambda^{k}\right) \rightarrow \infty$ as $k$ tends to $\infty$. This contradicts the fact that $\left(x^{k}, \lambda^{k}\right) \in L_{\theta}(\bar{c})$, completing the proof.

## 4 Convergence analysis

In this section, we utilize the sample average approximation (SAA) approach (for more about the SAA approach, please refer to, for example, [31]) when dealing with the expected value of the objective function.

Lemma 7 ([29]) Let $\Phi: \Xi \rightarrow \mathbb{R}$ be an integrable function. Then, one has

$$
\begin{equation*}
\mathbb{E}[\Phi(\xi)]=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} \Phi\left(\xi_{i}\right), \quad \text { w.p.1, } \tag{17}
\end{equation*}
$$

where $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{N}\right\}$ is the independent and identical distributed (iid) sample of $\xi$ and "w.p.1" denotes that this procedure converges with probability one.

Consequently, from Lemma 7, the UERM problem (8) is further converted into the following SAA problem:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}, \lambda \in \Lambda} \theta_{N}(x, \lambda):=\frac{1}{N} \sum_{i=1}^{N} g_{\alpha \beta}\left(x, \lambda, \xi_{i}\right) . \tag{18}
\end{equation*}
$$

### 4.1 Convergence of global optimal solutions

In this subsection, we will investigate the limiting behavior of global optimal solutions. We denote by $S^{*}$ and $S_{N}^{*}$ the sets of optimal solutions for problems (8) and (18), respectively.

Lemma 8 For any $(x, \lambda) \in \mathbb{R}^{n} \times \Lambda$, one has

$$
\begin{equation*}
\theta(x, \lambda)=\lim _{N \rightarrow \infty} \theta_{N}(x, \lambda), \quad \text { w.p.1. } \tag{19}
\end{equation*}
$$

Proof Since the D-gap function $g_{\alpha \beta}(x, \lambda, \cdot)$ is integrable on $\Xi$, by Lemma 7, we obtain that

$$
\lim _{N \rightarrow \infty} \theta_{N}(x, \lambda)=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} g_{\alpha \beta}\left(x, \lambda, \xi_{i}\right)=\mathbb{E}\left[g_{\alpha \beta}(x, \lambda, \xi)\right]=\theta(x, \lambda) .
$$

This completes the proof.

Theorem 3 Suppose that the assumptions (a) and (b) hold. Let $\left(x^{N}, \lambda^{N}\right) \in S_{N}^{*}$ for each $N$ and let $\left(x^{*}, \lambda^{*}\right)$ be an accumulation point of the sequence $\left\{\left(x^{N}, \lambda^{N}\right)\right\}$. Then, we have $\left(x^{*}, \lambda^{*}\right) \in S^{*}$.

Proof Let $\left(x^{*}, \lambda^{*}\right)$ be an accumulation point of the sequence $\left\{\left(x^{N}, \lambda^{N}\right)\right\}$. Without loss of generality, we assume that the sequence $\left\{\left(x^{N}, \lambda^{N}\right)\right\}$ converges to a point $\left(x^{*}, \lambda^{*}\right)$. It is obvious that $\left(x^{*}, \lambda^{*}\right) \in \mathbb{R}^{n} \times \Lambda$. We divide the proof into two parts.

Part 1. We claim that

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left(\theta_{N}\left(x^{N}, \lambda^{N}\right)-\theta_{N}\left(x^{*}, \lambda^{*}\right)\right)=0 \tag{20}
\end{equation*}
$$

In fact, from Theorem 1 , for any $(x, \lambda) \in \mathbb{R}^{n} \times \Lambda$ and $\xi \in \Xi$, we have

$$
\begin{equation*}
\left\|\nabla_{x} g_{\alpha \beta}(x, \lambda, \xi)\right\| \leq \sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\|\left(4+\left(\alpha^{-1}-\beta^{-1}\right) \sum_{j=1}^{m}\left\|\nabla_{x} F_{j}(x, \xi)\right\|\right) \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\nabla_{\lambda} g_{\alpha \beta}(x, \lambda, \xi)\right\| \leq\left(\alpha^{-1}+\beta^{-1}\right)\left(\sum_{j=1}^{m}\left\|F_{j}(x, \xi)\right\|\right)^{2} . \tag{22}
\end{equation*}
$$

It follows from the mean-value theorem that for any each $\left(x^{N}, \lambda^{N}\right)$ and each $\xi_{i}$,

$$
\begin{align*}
& \left|g_{\alpha \beta}\left(x^{N}, \lambda^{N}, \xi_{i}\right)-g_{\alpha \beta}\left(x^{*}, \lambda^{*}, \xi_{i}\right)\right| \\
& \quad=\left|\nabla_{x} g_{\alpha \beta}\left(y^{N i}, \lambda^{N i}, \xi_{i}\right)^{\top}\left(x^{N}-x^{*}\right)+\nabla_{\lambda} g_{\alpha \beta}\left(y^{N i}, \lambda^{N i}, \xi_{i}\right)^{\top}\left(\lambda^{N}-\lambda^{*}\right)\right|, \tag{23}
\end{align*}
$$

where $\left(y^{N i}, \lambda^{N i}\right) \in \mathbb{R}^{n} \times \Lambda$ and $y^{N i}=a_{N i} x^{N}+\left(1-a_{N i}\right) x^{*}, \lambda^{N i}=a_{N i} \lambda^{N}+\left(1-a_{N i}\right) \lambda^{*}$ with $a_{N i} \in[0,1]$. Then we get that

$$
\begin{aligned}
& \left|\theta_{N}\left(x^{N}, \lambda^{N}\right)-\theta_{N}\left(x^{*}, \lambda^{*}\right)\right| \\
& \quad \leq \frac{1}{N} \sum_{i=1}^{N}\left|g_{\alpha \beta}\left(x^{N}, \lambda^{N}, \xi_{i}\right)-g_{\alpha \beta}\left(x^{*}, \lambda^{*}, \xi_{i}\right)\right| \\
& \leq \\
& =\frac{1}{N} \sum_{i=1}^{N}\left(\left\|\nabla_{x} g_{\alpha \beta}\left(y^{N i}, \lambda^{N i}, \xi_{i}\right)\right\|\left\|x^{N}-x^{*}\right\|+\left\|\nabla_{\lambda} g_{\alpha \beta}\left(y^{N i}, \lambda^{N i}, \xi_{i}\right)\right\|\left\|\lambda^{N}-\lambda^{*}\right\|\right) \\
& \leq \\
& \quad \frac{1}{N} \sum_{i=1}^{N}\left(\sum_{j=1}^{m}\left\|F_{j}\left(y^{N i}, \xi_{i}\right)\right\|\right)\left(4+\left(\alpha^{-1}-\beta^{-1}\right) \sum_{j=1}^{m}\left\|\nabla_{x} F_{j}\left(y^{N i}, \xi_{i}\right)\right\|\right)\left\|x^{N}-x^{*}\right\| \\
& \quad+\frac{1}{N} \sum_{i=1}^{N}\left(\alpha^{-1}+\beta^{-1}\right)\left(\sum_{j=1}^{m}\left\|F_{j}\left(y^{N i}, \xi_{i}\right)\right\|\right)^{2}\left\|\lambda^{N}-\lambda^{*}\right\| \\
& \leq \\
& \frac{1}{N} \sum_{i=1}^{N}\left(\sum_{j=1}^{m}\left\|F_{j}\left(y^{N i}, \xi_{i}\right)\right\|\right)\left(4+\left(\alpha^{-1}-\beta^{-1}\right) \sum_{j=1}^{m}\left\|\nabla_{x} F_{j}\left(y^{N i}, \xi_{i}\right)\right\| \mathcal{F}\right)\left\|x^{N}-x^{*}\right\| \\
& \quad+\frac{1}{N} \sum_{i=1}^{N}\left(\alpha^{-1}+\beta^{-1}\right)\left(\sum_{j=1}^{m}\left\|F_{j}\left(y^{N i}, \xi_{i}\right)\right\|\right)^{2}\left\|\lambda^{N}-\lambda^{*}\right\| \\
& \leq \\
& \quad \frac{1}{N} \sum_{i=1}^{N} \kappa\left(\xi_{i}\right)\left(4+\left(\alpha^{-1}-\beta^{-1}\right) \kappa\left(\xi_{i}\right)\right)\left\|x^{N}-x^{*}\right\| \\
& \quad+\left(\alpha^{-1}+\beta^{-1}\right) \frac{1}{N} \sum_{i=1}^{N} \kappa^{2}\left(\xi_{i}\right)\left\|\lambda^{N}-\lambda^{*}\right\| \\
& \quad \begin{array}{l}
N \rightarrow \infty \\
\longrightarrow
\end{array}
\end{aligned}
$$

where the second inequality follows from (23) and Cauchy-Schwarz inequality, the third inequality follows from (21) and (22), the fourth inequality follows from the definition of the Frobenius matrix norm, and the last inequality follows from assumption (b). Since the sequence $\left\{\left(x^{N}, \lambda^{N}\right)\right\}$ converges to a point $\left(x^{*}, \lambda^{*}\right)$, using assumption (b), we conclude that (20) is true.

Part 2. We next show that $\left(x^{*}, \lambda^{*}\right) \in S^{*}$. Since

$$
\left|\theta_{N}\left(x^{N}, \lambda^{N}\right)-\theta\left(x^{*}, \lambda^{*}\right)\right| \leq\left|\theta_{N}\left(x^{N}, \lambda^{N}\right)-\theta_{N}\left(x^{*}, \lambda^{*}\right)\right|+\left|\theta_{N}\left(x^{*}, \lambda^{*}\right)-\theta\left(x^{*}, \lambda^{*}\right)\right|,
$$

it follows from Lemma 8 and (20) that

$$
\lim _{N \rightarrow \infty} \theta_{N}\left(x^{N}, \lambda^{N}\right)=\theta\left(x^{*}, \lambda^{*}\right) \quad \text { w.p.1. }
$$

Notice that $\left(x^{N}, \lambda^{N}\right) \in S_{N}^{*}$ for each $N$, which means that

$$
\theta_{N}\left(x^{N}, \lambda^{N}\right) \leq \theta_{N}(x, \lambda), \quad \forall(x, \lambda) \in \mathbb{R}^{n} \times \Lambda .
$$

Taking the limit in the above inequality as $N \rightarrow \infty$, we obtain that

$$
\theta\left(x^{*}, \lambda^{*}\right) \leq \theta(x, \lambda), \quad \forall(x, \lambda) \in \mathbb{R}^{n} \times \Lambda \text { w.p. } 1,
$$

which implies that $\left(x^{*}, \lambda^{*}\right) \in S^{*}$ with probability one.

### 4.2 Convergence of stationary points

A point $\left(x^{*}, \lambda^{*}\right)$ is said to be a stationary point for problem (8) if it satisfies

$$
\begin{equation*}
\nabla \theta\left(x^{*}, \lambda^{*}\right)=0 \tag{24}
\end{equation*}
$$

For each $N$, a point $\left(x^{N}, \lambda^{N}\right)$ is said to be a stationary point for problem (18) if it satisfies

$$
\begin{equation*}
\nabla \theta_{N}\left(x^{N}, \lambda^{N}\right)=0 \tag{25}
\end{equation*}
$$

Theorem 4 Suppose that assumptions (a), (b), and (c) hold. Let $\left(x^{N}, \lambda^{N}\right)$ be a stationary point of problem (18) for each $N$ and $\left(x^{*}, \lambda^{*}\right)$ be an accumulation point of the sequence $\left\{\left(x^{N}, \lambda^{N}\right)\right\}$. Then, $\left(x^{*}, \lambda^{*}\right)$ is a stationary point of problem (8) with probability one.

Proof In view of the definitions of $\theta(\cdot, \cdot)$ and $\theta_{N}(\cdot, \cdot)$, we have

$$
\begin{aligned}
& \nabla \theta(x, \lambda) \\
& \quad=\left(\begin{array}{c}
\mathbb{E}\left[\sum_{j=1}^{m} \lambda_{j} \nabla_{x} F_{j}(x, \xi)\left(H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right)\right]+\alpha \mathbb{E}\left[\left(H_{\alpha}(x, \lambda, \xi)-x\right)\right]-\beta \mathbb{E}\left[\left(H_{\beta}(x, \lambda, \xi)-x\right)\right] \\
\mathbb{E}\left[\left(H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right)^{\top} F_{1}(x, \xi)\right] \\
\vdots \\
\mathbb{E}\left[\left(H_{\beta}(x, \lambda, \xi)-H_{\alpha}(x, \lambda, \xi)\right)^{\top} F_{m}(x, \xi)\right]
\end{array}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \nabla \theta_{N}(x, \lambda) \\
& \quad=\left(\begin{array}{c}
\frac{1}{N} \sum_{i=1}^{N}\left(\sum_{j=1}^{m} \lambda_{j} \nabla_{x} F_{j}\left(x, \xi_{i}\right)\left(H_{\beta}\left(x, \lambda, \xi_{i}\right)-H_{\alpha}\left(x, \lambda, \xi_{i}\right)\right)\right)+\frac{\alpha}{N} \sum_{i=1}^{N}\left(H_{\alpha}\left(x, \lambda, \xi_{i}\right)-x\right)-\frac{\beta}{N} \sum_{i=1}^{N}\left(H_{\beta}\left(x, \lambda, \xi_{i}\right)-x\right) \\
\frac{1}{N} \sum_{i=1}^{N}\left(\left(H_{\beta}\left(x, \lambda, \xi_{i}\right)-H_{\alpha}\left(x, \lambda, \xi_{i}\right)\right)^{\top} F_{1}\left(x, \xi_{i}\right)\right) \\
\vdots \\
\frac{1}{N} \sum_{i=1}^{N}\left(\left(H_{\beta}\left(x, \lambda, \xi_{i}\right)-H_{\alpha}\left(x, \lambda, \xi_{i}\right)\right)^{\top} F_{m}\left(x, \xi_{i}\right)\right)
\end{array}\right) .
\end{aligned}
$$

Let $D \subset \mathbb{R}^{n} \times \Lambda$ be a compact set. We have from assumptions (a), (b), and (c) that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{(x, \lambda) \in D}\left\|\nabla \theta_{N}(x, \lambda)-\nabla \theta(x, \lambda)\right\|=0 \quad \text { w.p. } 1 . \tag{26}
\end{equation*}
$$

From assumptions (a) and (b), it is easy to see that $\nabla \theta(\cdot, \cdot)$ is a continuous function. Let $\left(x^{*}, \lambda^{*}\right)$ be an accumulation point of the sequence $\left\{\left(x^{N}, \lambda^{N}\right)\right\}$. Without loss of generality, we assume that $\lim _{N \rightarrow \infty}\left(x^{N}, \lambda^{N}\right)=\left(x^{*}, \lambda^{*}\right)$. The sequence $\left\{\left(x^{N}, \lambda^{N}\right)\right\}$ is contained in a closed neighborhood $B \subset \mathbb{R}^{n} \times \Lambda$ of $\left(x^{*}, \lambda^{*}\right)$ for sufficiently large $N$. Thus we conclude that for any given $\varepsilon>0$,

$$
\begin{equation*}
\left\|\nabla \theta\left(x^{N}, \lambda^{N}\right)-\nabla \theta\left(x^{*}, \lambda^{*}\right)\right\| \leq \frac{\varepsilon}{2} . \tag{27}
\end{equation*}
$$

From (26), there exists $N_{0}>0$ such that $\left(x^{N}, \lambda^{N}\right) \in B$ for all $N \geq N_{0}$ and

$$
\begin{equation*}
\left\|\nabla \theta_{N}\left(x^{N}, \lambda^{N}\right)-\nabla \theta\left(x^{N}, \lambda^{N}\right)\right\| \leq \frac{\varepsilon}{2} . \tag{28}
\end{equation*}
$$

Since

$$
\begin{aligned}
& \left\|\nabla \theta_{N}\left(x^{N}, \lambda^{N}\right)-\nabla \theta\left(x^{*}, \lambda^{*}\right)\right\| \\
& \quad \leq\left\|\nabla \theta_{N}\left(x^{N}, \lambda^{N}\right)-\nabla \theta\left(x^{N}, \lambda^{N}\right)\right\|+\left\|\nabla \theta\left(x^{N}, \lambda^{N}\right)-\nabla \theta\left(x^{*}, \lambda^{*}\right)\right\|,
\end{aligned}
$$

we have from (27) and (28) that

$$
\left\|\nabla \theta_{N}\left(x^{N}, \lambda^{N}\right)-\nabla \theta\left(x^{*}, \lambda^{*}\right)\right\| \leq \varepsilon
$$

Thus, we obtain that

$$
\lim _{N \rightarrow \infty} \nabla \theta_{N}\left(x^{N}, \lambda^{N}\right)=\nabla \theta\left(x^{*}, \lambda^{*}\right) \quad \text { w.p. } 1 .
$$

By taking the limit as $N$ tends to $\infty$ in (25), we obtain (24). That is, $\left(x^{*}, \lambda^{*}\right)$ is stationary point of problem (8) with probability one. This completes the proof.

## 5 EV formulation and its global error bound

In this section, let us consider another deterministic formulation for the SVVI problem, i.e., the EV formulation (for more details about the EV formulation, please see, for example, [11]), that is, to find $x^{*} \in K$ such that

$$
\begin{align*}
& \left(\left(y-x^{*}\right)^{\top} \mathbb{E}\left[F_{1}\left(x^{*}, \xi\right)\right], \ldots,\left(y-x^{*}\right)^{\top} \mathbb{E}\left[F_{m}\left(x^{*}, \xi\right)\right]\right) \\
& \quad \notin-\operatorname{int} \mathbb{R}_{+}^{m}, \quad \forall y \in K, \text { a.s. } \xi \in \Xi . \tag{29}
\end{align*}
$$

The notations sol $(\mathbb{E}[F(x, \xi)], K)$ denotes the solution set of problem (29) and $\operatorname{dist}(x, X)$ denotes $\min _{y \in X}\|x-y\|$. Lee et al. [16] provided the following properties for the deterministic VVI.

Lemma 9 ([16, Theorem 4.2]) Suppose that $F_{j}$ are strongly monotone on $K$ with modulus $\beta>0$ and Lipschitz continuous on $K$ with modulus $l>0$ for all $j(j=1, \ldots, m)$. Then the solution set is compact.

Based on the EV formulation, we give some conditions in this section. Then, the Dgap function provides a global error bound for the SVVI problem (29). Assume that the
expected value of the function $F_{j}(x, \cdot)$ is well defined. Similar to the work of Zhao et al. [33, Eq. (6)], we give an equivalent scalar variational inequality for problem (29), i.e., find $\left(x^{*}, \lambda^{*}\right) \in K \times \Lambda$ such that

$$
\begin{equation*}
\left(y-x^{*}\right)^{\top} \sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}\left(x^{*}, \xi\right)\right] \geq 0, \quad \forall y \in K \tag{30}
\end{equation*}
$$

From the ideas of Yamashita-Taji-Fukushima [32, Eq. (6)] and Zhao et al. [33, Eq. (7)], the D-gap function $g_{\alpha \beta}(\cdot, \cdot): \mathbb{R}^{n} \times \Lambda$ of problem (30) is defined as follows:

$$
g_{\alpha \beta}(x, \lambda):=g_{\alpha}(x, \lambda)-g_{\beta}(x, \lambda),
$$

where $0<\alpha<\beta$ and $g_{\gamma}(\cdot, \cdot)(\gamma=\alpha, \beta)$ is the regularized gap function, which is defined by

$$
g_{\gamma}(x, \lambda):=\max _{y \in K}\left\{(x-y)^{\top} \sum_{j=1}^{m} \lambda_{j} \mathbb{E}\left[F_{j}(x, \xi)\right]-\frac{\gamma}{2}\|x-y\|^{2}\right\} .
$$

It is easy to see that

$$
\begin{equation*}
g_{\gamma}(x, \lambda):=\left(x-H_{\gamma}(x, \lambda)\right)^{\top} \sum_{j=1}^{m} \lambda_{j} \mathbb{E}\left[F_{j}(x, \xi)\right]-\frac{\gamma}{2}\left\|x-H_{\gamma}(x, \lambda)\right\|^{2} \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\gamma}(x, \lambda):=\operatorname{Proj}_{K}\left(x-\gamma^{-1} \sum_{j=1}^{m} \lambda_{j} \mathbb{E}\left[F_{j}(x, \xi)\right]\right) \tag{32}
\end{equation*}
$$

The following main properties of the D-gap function $g_{\alpha \beta}(\cdot, \cdot)$ hold:

- $g_{\alpha \beta}(x, \lambda) \geq 0$ for any $(x, \lambda) \in \mathbb{R}^{n} \times \Lambda$;
- $g_{\alpha \beta}\left(x^{*}, \lambda^{*}\right)=0$ if and only if $\left(x^{*}, \lambda^{*}\right)$ solves problem (30).

Remark 3 If $m=1$, then the D-gap function $g_{\alpha \beta}(\cdot, \cdot)$ considered in the present paper reduces to the D-gap function [12, Eq. (5)] discussed by He et al.

As usual, $\mathbb{P}(V)$ denotes the probability of an event $V$.

Lemma 10 Let $0<\alpha<\beta$. For any $(x, \lambda) \in \mathbb{R}^{n} \times \Lambda$, one has

$$
\begin{equation*}
\frac{\beta-\alpha}{2}\left\|x-H_{\beta}(x, \lambda)\right\|^{2} \leq g_{\alpha \beta}(x, \lambda) \leq \frac{\beta-\alpha}{2}\left\|x-H_{\alpha}(x, \lambda)\right\|^{2} . \tag{33}
\end{equation*}
$$

Proof This proof is similar to that of Lemma 6, so we omit it here.

Lemma 11 Suppose that assumptions (a) and (c) hold, and each function $F_{j}(\cdot, \xi)$ ( $j=$ $1, \ldots, m)$ is monotone on $K$ for almost every $\xi \in \Xi$. Let $F_{j}(j=1, \ldots, m)$ be uniformly strongly monotone on $K$ with modulus $\mu_{j}>0$ over $V_{j} \subset \Xi \subset \mathbb{R}^{n}$ with $\mathbb{P}\left(V_{j}\right)>0, \mu:=\min _{1 \leq j \leq m} \mu_{j}$ and $\nu:=\min _{1 \leq j \leq m} \mathbb{P}\left(V_{j}\right)$. Then the solution set $\operatorname{sol}(\mathbb{E}[F(x, \xi)], K)$ is compact.

Proof For each $j=1, \ldots, m$, since $F_{j}$ is uniformly strongly monotone on $K$ with modulus $\mu_{j}>0$ over $V_{j}$, we have

$$
\begin{align*}
\int_{V_{j}}\left(F_{j}(y, \xi)-F_{j}(x, \xi)\right)^{\top}(y-x) \mathbb{P}(d \xi) & \geq \int_{V_{j}} \mu_{j}\|y-x\|^{2} \mathbb{P}(d \xi) \\
& =\mu_{j}\|y-x\|^{2} \int_{V_{j}} \mathbb{P}(d \xi)  \tag{34}\\
& =\mu_{j}\|y-x\|^{2} \mathbb{P}\left(V_{j}\right) \\
& \geq \mu \nu\|y-x\|^{2} .
\end{align*}
$$

In addition, since $F_{j}(\cdot, \xi)$ is monotone on $\mathbb{R}^{n}$ for almost every $\xi \in \Xi$, we have

$$
\begin{equation*}
\int_{\Xi \backslash V_{j}}\left(F_{j}(y, \xi)-F_{j}(x, \xi)\right)^{\top}(y-x) \mathbb{P}(d \xi) \geq \int_{\Xi \backslash V_{j}} 0 \mathbb{P}(d \xi)=0 \tag{35}
\end{equation*}
$$

Combining (34) and (35), for any $x, y \in \mathbb{R}^{n}$, we get

$$
\begin{aligned}
\left(\mathbb{E}\left[F_{j}(y, \xi)\right]-\mathbb{E}\left[F_{j}(x, \xi)\right]\right)^{\top}(y-x)= & \int_{V_{j}}\left(F_{j}(y, \xi)-F_{j}(x, \xi)\right)^{\top}(y-x) \mathbb{P}(d \xi) \\
& +\int_{\Xi \backslash V_{j}}\left(F_{j}(y, \xi)-F_{j}(x, \xi)\right)^{\top}(y-x) \mathbb{P}(d \xi) \\
\geq & v \mu\|y-x\|^{2} .
\end{aligned}
$$

Hence, for each $j(j=1, \ldots, m), \mathbb{E}\left[F_{j}\right]$ is strongly monotone with modulus $v \mu>0$. On the other hand, by assumption (c), for any $x, y \in \mathbb{R}^{n}$, it holds that

$$
\begin{aligned}
\left\|\mathbb{E}\left[F_{j}(y, \xi)\right]-\mathbb{E}\left[F_{j}(x, \xi)\right]\right\| & =\int_{\Xi}\left\|F_{j}(y, \xi)-F_{j}(x, \xi)\right\| \mathbb{P}(d \xi) \\
& \leq \int_{\Xi} L_{j}(\xi)\|y-x\| \mathbb{P}(d \xi) \\
& \leq L\|y-x\| .
\end{aligned}
$$

Therefore, for each $j(j=1, \ldots, m), \mathbb{E}\left[F_{j}\right]$ is Lipschitz continuous with modulus $L>0$ and strongly monotone with modulus $\nu \mu>0$. Then, from Lemma 9, we obtain that $\operatorname{sol}(\mathbb{E}[F(x, \xi)], K)$ is compact.

Theorem 5 Suppose that assumptions (a), (b), and (c) hold, and each function $F_{j}(\cdot, \xi)(j=$ $1, \ldots, m)$ is monotone on $K$ for almost every $\xi \in \Xi$. Let $F_{j}(j=1, \ldots, m)$ be uniformly strongly monotone on $K$ with modulus $\mu_{j}>0$ over $V_{j} \subset \Xi \subset \mathbb{R}^{n}$ with $\mathbb{P}\left(V_{j}\right)>0, \mu:=\min _{1 \leq j \leq m} \mu_{j}$ and $\nu:=\min _{1 \leq j \leq m} \mathbb{P}\left(V_{j}\right)$. Thus, for any $\lambda \in \Lambda$, one has

$$
\operatorname{dist}(x, \operatorname{sol}(\mathbb{E}[F(x, \xi)], K)) \leq \frac{L+\beta}{\nu \mu} \sqrt{\frac{2}{\beta-\alpha}} \sqrt{g_{\alpha \beta}(x, \lambda)} .
$$

Proof From (30), it is natural that as we change $\lambda \in \Lambda, x$ will also change. Furthermore, once we have fixed $\lambda^{*} \in \Lambda$, the corresponding $x$ is also fixed. Since each function $F_{j}(j=$
$1, \ldots, m)$ is uniformly strongly monotone on $\mathbb{R}^{n}$, using the concepts of monotonicity and strong monotonicity, for any $x, y \in \mathbb{R}^{n}$, one has

$$
\begin{align*}
& \left(\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(y, \xi)\right]-\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(x, \xi)\right]\right)^{\top}(y-x) \\
& \quad=\sum_{j=1}^{m} \int_{V_{j}} \lambda_{j}^{*}\left(F_{j}(y, \xi)-F_{j}(x, \xi)\right)^{\top}(y-x) \mathbb{P}(d \xi)  \tag{36}\\
& \quad+\sum_{j=1}^{m} \int_{\Xi \backslash V_{j}} \lambda_{j}^{*}\left(F_{j}(y, \xi)-F_{j}(x, \xi)\right)^{\top}(y-x) \mathbb{P}(d \xi) \\
& \quad \geq v \mu\|y-x\|^{2}
\end{align*}
$$

where $\lambda_{j}^{*} \in[0,1]$. Hence, $\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}\right]$ is strongly monotone with modulus $v \mu>0$ for fixed $\lambda^{*} \in \Lambda$. Therefore, from Lemma 1 , there is a unique solution $x^{*}$ such that

$$
\begin{equation*}
\left(y-x^{*}\right)^{\top} \sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}\left(x^{*}, \xi\right)\right] \geq 0, \quad \forall y \in K \tag{37}
\end{equation*}
$$

For any $x, y \in \mathbb{R}^{n}$, using the concepts of monotonicity and Lipschitz continuity, we obtain

$$
\begin{align*}
& \left(\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(y, \xi)\right]-\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(x, \xi)\right]\right)^{\top}(y-x) \\
& \quad=\sum_{j=1}^{m} \int_{\Xi} \lambda_{j}^{*}\left(F_{j}(y, \xi)-F_{j}(x, \xi)\right)^{\top}(y-x) \mathbb{P}(d \xi)  \tag{38}\\
& \quad \leq L\|y-x\|^{2}
\end{align*}
$$

where $\lambda_{j}^{*} \in[0,1]$. Hence, $\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}\right]$ is Lipschitz continuous with modulus $L>0$. Then, we claim that there exists a constant $r>0$ such that

$$
\begin{equation*}
\operatorname{dist}(x, \operatorname{sol}(\mathbb{E}[F(x, \xi)], K)) \leq\left\|x-x^{*}\right\| \leq r\left\|H_{\beta}\left(x, \lambda^{*}\right)-x\right\| \tag{39}
\end{equation*}
$$

In fact, given $x \in K$, from item (a) of Lemma 2 , we know that $H_{\beta}\left(x, \lambda^{*}\right)$, defined by (32), is the unique solution of the following strongly convex minimization problem:

$$
\min _{y \in K}\left\{\left\langle\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(x, \xi)\right], y-x\right\rangle+\frac{\beta}{2}\|y-x\|^{2}\right\} .
$$

Hence, $H_{\beta}\left(x, \lambda^{*}\right)$ fulfills, for all $y \in K$, the following optimality condition:

$$
\left\langle\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(x, \xi)\right]-\beta\left(x-H_{\beta}\left(x, \lambda^{*}\right)\right), y-H_{\beta}\left(x, \lambda^{*}\right)\right\rangle \geq 0 .
$$

Taking $y=x^{*}$ in the above inequality, we obtain

$$
\begin{equation*}
\left\langle\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(x, \xi)\right]-\beta\left(x-H_{\beta}\left(x, \lambda^{*}\right)\right), H_{\beta}\left(x, \lambda^{*}\right)-x^{*}\right\rangle \leq 0 \tag{40}
\end{equation*}
$$

From (36), the function $\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(\cdot, \xi)\right]$ is strongly monotone with modulus $\mu \nu$. Hence, there exists a unique solution $x^{*}$ such that

$$
\begin{equation*}
\left\langle\sum_{j=1}^{m} \lambda_{j} \mathbb{E}\left[F_{j}\left(x^{*}, \xi\right)\right], x^{*}-H_{\beta}\left(x, \lambda^{*}\right)\right\rangle \leq 0 . \tag{41}
\end{equation*}
$$

Adding (40) with (41), we have

$$
\left\langle\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(x, \xi)\right]-\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}\left(x^{*}, \xi\right)\right]-\beta\left(x-H_{\beta}\left(x, \lambda^{*}\right)\right), H_{\beta}\left(x, \lambda^{*}\right)-x^{*}\right\rangle \leq 0
$$

This can be rewritten as follows:

$$
\begin{align*}
& \left\langle\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(x, \xi)\right]-\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}\left(x^{*}, \xi\right)\right], x-x^{*}\right\rangle \\
& \leq  \tag{42}\\
& \quad-\beta\left\|H_{\beta}\left(x, \lambda^{*}\right)-x\right\|^{2} \\
& \quad-\left\langle\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(x, \xi)\right]-\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}\left(x^{*}, \xi\right)\right], H_{\beta}\left(x, \lambda^{*}\right)-x\right\rangle \\
& \quad+\beta\left\langle H_{\beta}\left(x, \lambda^{*}\right)-x, x^{*}-x\right\rangle .
\end{align*}
$$

Noticing that $\beta>0$ and simultaneously utilizing Cauchy-Schwarz inequality, we get that

$$
\begin{aligned}
& \left\langle\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(x, \xi)\right]-\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}\left(x^{*}, \xi\right)\right], x-x^{*}\right\rangle \\
& \quad \leq\left\|\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}(x, \xi)\right]-\sum_{j=1}^{m} \lambda_{j}^{*} \mathbb{E}\left[F_{j}\left(x^{*}, \xi\right)\right]\right\|\left\|H_{\beta}\left(x, \lambda^{*}\right)-x\right\| \\
& \quad+\beta\left\|H_{\beta}\left(x, \lambda^{*}\right)-x\right\|\left\|x-x^{*}\right\| .
\end{aligned}
$$

This, together with (36) and (38), implies that

$$
\nu \mu\left\|x-x^{*}\right\|^{2} \leq L\left\|x-x^{*}\right\|\left\|H_{\beta}\left(x, \lambda^{*}\right)-x\right\|+\beta\left\|H_{\beta}\left(x, \lambda^{*}\right)-x\right\|\left\|x-x^{*}\right\|,
$$

which means that

$$
\begin{equation*}
\operatorname{dist}(x, \operatorname{sol}(\mathbb{E}[F(x, \xi)], K)) \leq\left\|x-x^{*}\right\| \leq \frac{L+\beta}{v \mu}\left\|H_{\beta}\left(x, \lambda^{*}\right)-x\right\| \tag{43}
\end{equation*}
$$

As a result, the needed constant $r>0$ is defined by $r=\frac{L+\beta}{v \mu}$. Thus, (39) is true. From the first inequality of (33) in Lemma 10, we have

$$
\begin{equation*}
\left\|x-H_{\beta}\left(x, \lambda^{*}\right)\right\| \leq \sqrt{\frac{2}{\beta-\alpha}} \sqrt{g_{\alpha \beta}\left(x, \lambda^{*}\right)} \tag{44}
\end{equation*}
$$

Combining (43) with (44) and using the arbitrariness of $\lambda^{*} \in \Lambda$, we get the desired conclusion. This completes the proof.

In the rest of this section, we investigate the boundedness of the level set of the D-gap function $g_{\alpha \beta}(\cdot, \cdot)$. The level set of the D-gap function $g_{\alpha \beta}(\cdot, \cdot)$ is defined by

$$
L_{g_{\alpha \beta}}(\eta):=\left\{(x, \lambda) \in \mathbb{R}^{n} \times \Lambda: g_{\alpha \beta}(x, \lambda) \leq \eta\right\} .
$$

Corollary 1 Suppose that assumptions (a), (b), and (c) hold, and each function $F_{j}(\cdot, \xi)(j=$ $1, \ldots, m)$ is monotone on $K$ for almost every $\xi \in \Xi$. Let $F_{j}(j=1, \ldots, m)$ be uniformly strongly monotone on $K$ with modulus $\mu_{j}>0$ over $V_{j} \subset \Xi \subset \mathbb{R}^{n}$ with $\mathbb{P}\left(V_{j}\right)>0, \mu:=\min _{1 \leq j \leq m} \mu_{j}$ and $\nu:=\min _{1 \leq j \leq m} \mathbb{P}\left(V_{j}\right)$. Then, for any $\eta \geq 0$, the level set $L_{g_{\alpha \beta}}(\eta)$ is bounded.

Proof Suppose on the contrary that there exists a $\bar{\eta} \geq 0$ such that $L_{g_{\alpha \beta}}(\bar{\eta})$ is unbounded. This implies that there exists a sequence $\left\{\left(x^{k}, \lambda^{k}\right)\right\} \subset L_{g_{\alpha \beta}}(\bar{\eta})$ such that

$$
\lim _{k \rightarrow \infty}\left\|\left(x^{k}, \lambda^{k}\right)\right\|=+\infty
$$

Since $\left\{\lambda^{k}\right\} \subset \Lambda$ and $\Lambda$ is a compact set, we get that

$$
\lim _{k \rightarrow \infty}\left\|x^{k}\right\|=+\infty
$$

By the proof of Theorem 5, one has

$$
\operatorname{dist}\left(x^{k}, \operatorname{sol}\left(\mathbb{E}\left[F\left(x^{k}, \xi\right)\right], K\right)\right) \leq \frac{L+\beta}{\nu \mu} \sqrt{\frac{2}{\beta-\alpha}} \sqrt{g_{\alpha \beta}\left(x^{k}, \lambda^{k}\right)} .
$$

This means that

$$
g_{\alpha \beta}\left(x^{k}, \lambda^{k}\right) \geq \frac{v^{2} \mu^{2}(\beta-\alpha)}{2(L+\beta)^{2}} \operatorname{dist}^{2}\left(x^{k}, \operatorname{sol}\left(\mathbb{E}\left[F\left(x^{k}, \xi\right)\right], K\right)\right) .
$$

Then, taking the limit of the right-hand side of the above inequality, we have

$$
\lim _{k \rightarrow \infty}\left(\frac{v^{2} \mu^{2}(\beta-\alpha)}{2(L+\beta)^{2}} \operatorname{dist}^{2}\left(x^{k}, \operatorname{sol}\left(\mathbb{E}\left[F\left(x^{k}, \xi\right)\right], K\right)\right)\right)=\infty
$$

which means that $g_{\alpha \beta}\left(x^{k}, \lambda^{k}\right) \rightarrow \infty$ as $k$ tends to $\infty$. This contradicts the fact that $\left(x^{k}, \lambda^{k}\right) \in$ $L_{g_{\alpha \beta}}(\bar{\eta})$, completing the proof.

Remark 4 We would like to point out that the condition that each function $F_{j}(j=1, \ldots, m)$ is Lipschitz continuous with Lipschitz constant $L_{j}(\xi)$ used in Theorem 5 and Corollary 1 can be replaced by a requirement that $K$ is a compact set.

We only prove the corresponding result of Theorem 5 . In fact, since $K$ is a compact set, there exists a positive number $b>0$ such that $K \subset\{x \mid\|x\| \leq b\}$. Let $\mathfrak{B}$ be a closed ball with radius $3 b$, that is, $\mathfrak{B}=\{x \mid\|x\| \leq 3 b\}$. For any $x \in \mathbb{R}^{n}$, let us consider two possible cases:
(Case (i): $x \in \mathfrak{B}$ ) Since each function $F_{j}(\cdot, \xi)(j=1, \ldots, m)$ is continuously differentiable, each function $F_{j}(\cdot, \xi)(j=1, \ldots, m)$ is Lipschitz continuous on $\mathfrak{B}$. From the proof of Theorem 5 , for all $x \in \mathfrak{B}$, we have $\left\|x-x^{*}\right\| \leq \frac{L+\beta}{v \mu}\left\|H_{\beta}\left(x, \lambda^{*}\right)-x\right\|$.
(Case (ii): $x \notin \mathfrak{B}$ ) For an arbitrary $x \notin \mathfrak{B}$, we have $\|x\| \geq 3 b$. Since $x^{*} \in K, H_{\beta}\left(x, \lambda^{*}\right) \in K$ and $K$ is a compact set, we obtain that $\left\|x^{*}\right\| \leq b$ and $\left\|H_{\beta}\left(x, \lambda^{*}\right)\right\| \leq b$. Hence, we have

$$
\begin{equation*}
\left\|x-x^{*}\right\| \leq\left\|x-H_{\beta}\left(x, \lambda^{*}\right)\right\|+\left\|H_{\beta}\left(x, \lambda^{*}\right)\right\|+\left\|x^{*}\right\| \leq\left\|x-H_{\beta}\left(x, \lambda^{*}\right)\right\|+2 b . \tag{45}
\end{equation*}
$$

It follows from the triangle inequality that

$$
\left\|x-H_{\beta}\left(x, \lambda^{*}\right)\right\| \geq\|x\|-\left\|H_{\beta}\left(x, \lambda^{*}\right)\right\| \geq 3 b-b=2 b .
$$

This, together with (45), implies that $\left\|x-x^{*}\right\| \leq 2\left\|x-H_{\beta}\left(x, \lambda^{*}\right)\right\|$.
Setting $\bar{r}=\max \left\{\frac{L+\beta}{v \mu}, 2\right\}$, we have $\left\|x-x^{*}\right\| \leq \bar{r}\left\|x-H_{\beta}\left(x, \lambda^{*}\right)\right\|$, which plays the role of (39). Then by repeating the rest of the proof of Theorem 5, we get the desired conclusion.
Similarly, the analogue for Corollary 1 is true in the case where the set $K$ is compact.

## 6 Concluding remarks

In the present paper, mainly motivated by the works [20,32,33], we have presented an UERM approach (i.e., problem (8)) for solving the SVVI problem (1). Several properties of the objective function $\theta$ were discussed, namely, the continuous differentibility and the boundedness of the level set. Furthermore, a well-known sample average approximation approach was presented for solving problem (8). The convergence of the proposed approach for global optimal solutions and stationary points was analyzed. Finally, we considered another deterministic formulation, i.e., the EV formulation for the SVVI problem. And the global error bound of the D-gap function $g_{\alpha \beta}(\cdot, \cdot)$ based on the EV formulation was given.

We would like to mention that the UERM approach presented in this paper is formalistic, since the projection operator on $K$ is still needed in the calculation of $g_{\alpha \beta}$. Thus, in order to convert the formalistic approach into practical methods, it is interesting to investigate the following aspects:
(i) Based on the structure of the constraint set $K$, how to design effective algorithms;
(ii) The sample complexity of the SAA approach proposed in this paper;
(iii) The convergence rate of the SAA approach.
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