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#### Abstract

Our purpose in the present investigation is to study certain geometric properties such as the close-to-convexity, convexity, and starlikeness of the hypergeometric function $z_{1} F_{2}(a ; b, c ; z)$ in the open unit disk. The usefulness of the main results for some familiar special functions like the modified Sturve function, the modified Lommel function, the modified Bessel function, and the ${ }_{0} F_{1}(-; c ; z)$ function are also mentioned. We further consider a boundedness property of the function ${ }_{1} F_{2}(a ; b, c ; z)$ in the Hardy space of analytic functions. Several corollaries and special cases of the main results are also pointed out.
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## 1 Introduction and preliminaries

It is well known that special functions play important roles in geometric function theory, especially after the solution of the famous Bieberbach conjecture by De-Branges [10]. There exists an extensive literature that deals with the geometric properties of various special functions such as hypergeometric functions, confluent hypergeometric functons, Bessel's functions, Mittag-Leffler's function, Wright's function, Sturve's function, Lommel's function, Dini's function, and several other functions. Many researchers have determined sufficient conditions for the parameters involved in these special functions when they belong to certain classes of functions that are starlike, convex or close-to-convex. For instance, several sufficient conditions for the Gauss hypergeometric functions to be starlike or convex have been studied by Merkes and Scott [20], Lewis [19], Ruscheweyh and Singh [30], Miller and Mocanu [22], Silverman [32], Ponnusamy and Vuorinen [25], Küstner [17, 18], and Hästo et al. [16]. Most of the known results in this direction deal with the shifted hypergeometric function $z_{2} F_{1}(a, b ; c ; z)$ for real parameters $a, b$, and $c$. Recently, several authors have investigated the geometric properties of Bessel's functions [4, 5, 7, 8], Struve's functions [23, 36], Lommel's functions [9], Wright's function [26] (see also [13, 28]), and Mittag-Leffler's function [3].
© The Author(s) 2022. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

The classical generalized hypergeometric function $[2,33]$ is defined by

$$
{ }_{p} F_{q}\left(a_{1}, a_{2}, \ldots, a_{p} ; b_{1}, b_{2}, \ldots, b_{q} ; z\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n}\left(a_{2}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n}\left(b_{2}\right)_{n} \cdots\left(b_{q}\right)_{n}} \frac{z^{n}}{n!},
$$

where the Pochhammer (or shifted factorial) symbols $\left(b_{i}\right)_{n}, i=1,2, \ldots, q$ are assumed to be nonzero and nonnegative integers. In this paper, our main aim is to study various several geometric properties of the function $z_{1} F_{2}(a ; b, c ; z)$, which is a particular case of the generalized hypergeometric function ${ }_{p} F_{q}(z)$ (for $p=1$ and $q=2$ ) and is defined by

$$
\begin{equation*}
{ }_{1} F_{2}(a ; b, c ; z)=\sum_{n=0}^{\infty} \frac{(a)_{n}}{(b)_{n}(c)_{n}} \frac{z^{n}}{n!}, \tag{1}
\end{equation*}
$$

where both the parameters $b$ and $c$ do not assume values of zero or a negative integer. By the ratio test, we see that the radius of convergence of this series (1) is infinity, and hence it is an entire function. However, in this paper we consider this function in the restricted domain $\mathbb{D}=\{z \in \mathbb{C}:|z|<1\}$, which is a suitable domain to be considered for studying its geometric properties. It can easily be verified that

$$
\begin{equation*}
\frac{d}{d z}{ }_{1} F_{2}(a ; b, c ; z)=\frac{a}{b c}{ }_{1} F_{2}(a+1 ; b+1, c+1 ; z) \tag{2}
\end{equation*}
$$

and further, the function $w(z)={ }_{1} F_{2}(a ; b, c ; z)$ is a solution of the third-order homogeneous differential equation

$$
z^{2} w^{\prime \prime \prime}(z)+(b+c+1) z w^{\prime \prime}(z)+(b c-z) w^{\prime}(z)-a w(z)=0 .
$$

Now, we briefly outline some of the useful notations. Let $\mathcal{H}$ denote the class of analytic functions defined on $\mathbb{D}$ and let the subclass $\mathcal{A}=\left\{f \in \mathcal{H}: f(0)=0=f^{\prime}(0)-1\right\}$ consist of analytic functions in $\mathbb{D}$ having a Taylor-series expansion of the form

$$
f(z)=z+a_{2} z^{2}+a_{3} z^{3}+\cdots .
$$

Evidently, the function $z_{1} F_{2}(a ; b, c ; z)$ belongs to the class $\mathcal{A}$. Our purpose in the present investigation is to study the geometric properties of the function $z_{1} F_{2}(a ; b, c ; z)$ that enables us to deduce the corresponding properties for functions like the modified Sturve function, the modified Lommel function, the modified Bessel function, and the ${ }_{0} F_{1}(-; c ; z)$ function. We briefly give here the details of the special functions that stem from the function ${ }_{1} F_{2}(a ; b, c ; z)$.

### 1.1 The modified Struve function

The well-known Struve function of order $v$ is defined by

$$
H_{v}(z)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{\Gamma(n+v+3 / 2) \Gamma(n+3 / 2)}\left(\frac{z}{2}\right)^{2 n+v-1}
$$

which is a particular solution of the nonhomogeneous Bessel differential equation defined by

$$
z^{2} w^{\prime \prime}(z)+z w^{\prime}(z)+\left(z^{2}-v^{2}\right) w=\frac{4(z / 2)^{v+1}}{\sqrt{\pi} \Gamma(v+1 / 2)}
$$

The modified Struve function $L_{v}(z)$ is defined by (see [37, p. 353])

$$
\begin{aligned}
L_{v}(z) & =-i e^{-i v \pi / 2} H_{v}(i z) \\
& =\sum_{n=0}^{\infty} \frac{1}{\Gamma(n+v+3 / 2) \Gamma(n+3 / 2)}\left(\frac{z}{2}\right)^{2 n+v-1} \\
& =\frac{z^{v-1}}{\sqrt{\pi} \Gamma(v+3 / 2) 2^{v-2}}{ }_{1} F_{2}\left(1 ; v+\frac{3}{2}, \frac{3}{2} ; \frac{z^{2}}{4}\right) .
\end{aligned}
$$

The function $L_{v}(z)$ does not belong to the class $\mathcal{A}$, so we use the normalized form $\mathbb{L}_{\nu}(z)$ defined by

$$
\mathbb{L}_{v}(z)=\sqrt{\pi} \Gamma(v+3 / 2) 2^{v-2} z^{2-v} L_{v}(z)
$$

It is easy to see that

$$
\begin{equation*}
\mathbb{L}_{v}(z)=z_{1} F_{2}\left(1 ; v+\frac{3}{2}, \frac{3}{2} ; \frac{z^{2}}{4}\right) \tag{3}
\end{equation*}
$$

### 1.2 The modified Lommel function

The Lommel function of the first kind $S_{\mu, v}(z)$ is a particular solution of the nonhomogeneous Bessel differential equation (see for details [6] and [35])

$$
z^{2} w^{\prime \prime}(z)+z w^{\prime}(z)+\left(z^{2}-v^{2}\right) w(z)=z^{\mu+1}
$$

and can be expressed in terms of a hypergeometric series

$$
S_{\mu, v}(z)=\frac{z^{\mu+1}}{(\mu-v+1)(\mu+v+1)}{ }_{1} F_{2}\left(1 ; \frac{\mu-v+3}{2}, \frac{\mu+v+3}{2} ; \frac{-z^{2}}{4}\right)
$$

where $\mu \pm v$ is a nonnegative odd integer. The modified Lommel function is defined by

$$
\begin{aligned}
T_{\mu, v}(z) & =-i^{1-\mu} S_{\mu, v}(i z) \\
& =\frac{z^{\mu+1}}{(\mu-v+1)(\mu+v+1)}{ }_{1} F_{2}\left(1 ; \frac{\mu-v+3}{2}, \frac{\mu+v+3}{2} ; \frac{z^{2}}{4}\right) .
\end{aligned}
$$

For more details on the modified Lommel functions, we refer to the works of [29] and Shafer [31]. The function $T_{\mu, v}(z)$ obviously does not belong to the class $\mathcal{A}$, so we use the normalized form $\mathbb{T}_{\mu, \nu}(z)$ defined by

$$
\mathbb{T}_{\mu, v}(z)=(\mu-v+1)(\mu+v+1) z^{-\mu} T_{\mu, v}(z),
$$

which has a series representation of the form:

$$
\begin{equation*}
\mathbb{T}_{\mu, v}(z)=z_{1} F_{2}\left(1 ; \frac{\mu-v+3}{2}, \frac{\mu+v+3}{2} ; \frac{z^{2}}{4}\right) . \tag{4}
\end{equation*}
$$

### 1.3 The modified Bessel function

For $a=b$ in (1), we obtain

$$
{ }_{0} F_{1}(-; c ; z)=\sum_{n=0}^{\infty} \frac{1}{(c)_{n}} \frac{z^{n}}{n!},
$$

which is a solution of the second-order homogeneous differential equation defined by

$$
z w^{\prime \prime}(z)+c w^{\prime}(z)-w(z)=0 .
$$

It may be noted that a relationship exists between the function ${ }_{0} F_{1}$ and the modified Bessel function. Indeed, we have

$$
\begin{equation*}
z_{0} F_{1}\left(-; v+1 ; z^{2} / 4\right)=2^{v} \Gamma(v+1) z^{1-v} I_{v}(z)=\mathbb{I}_{v}(z), \tag{5}
\end{equation*}
$$

where the modified Bessel function is defined by

$$
I_{\nu}(z)=\sum_{n=0}^{\infty} \frac{1}{\Gamma(n+1) \Gamma(n+v+1)}\left(\frac{z}{2}\right)^{2 n+v-1}
$$

and $\mathbb{I}_{v}(z)$ is the normalized modified Bessel function.
In order to have this paper reasonably self-contained, we give necessary details related to the consideration of geometric properties of functions analytic in the unit disk. We denote by $\mathcal{S}$, the class of all functions $f \in \mathcal{A}$ that are univalent in $\mathbb{D}$, that is,

$$
\mathcal{S}=\{f \in \mathcal{A}: f \text { is one-to-one in } \mathbb{D}\} .
$$

Recall the Bieberbach conjecture in which the Taylor coefficients of each function of the class $\mathcal{S}$ satisfy the inequality $\left|a_{n}\right| \leq n$ for $n=2,3, \ldots$, and only the rotations of the Koebe function $z /(1-z)^{2}$ provide the case of equality. In 1984, De-Branges [10] settled the Bieberbach conjecture by using the generalized hypergeometric functions. The exploitation of hypergeometric functions in the proof of the Bieberbach conjecture has provided new areas of interest to study various special functions from the viewpoint of geometric function theory. We need the following basic classes of functions in the present investigation. For $\beta<1$, let

$$
\mathcal{P}(\beta)=\{p: p \in \mathcal{H} \text { with } p(0)=1 \text { and } \mathfrak{R e}\{p(z)\}>\beta, z \in \mathbb{D}\}
$$

and

$$
\mathcal{R}=\left\{f \in \mathcal{A}: \mathfrak{R e}\left\{f^{\prime}(z)\right\}>0, z \in \mathbb{D}\right\} .
$$

A function $f \in \mathcal{S}$ is called starlike (with respect to the origin 0 ), denoted by $f \in \mathcal{S}^{*}$ if $t w \in$ $f(\mathbb{D})$ for all $w \in f(\mathbb{D})$ and $t \in[0,1]$. A function $f \in \mathcal{S}$ that maps $\mathbb{D}$ onto a convex domain is called a convex function and the class of such functions is denoted by $\mathcal{K}$. For a given $0 \leq \alpha<1$, a function $f \in \mathcal{S}$ is called a starlike function of order $\alpha$, denoted by $\mathcal{S}^{*}(\alpha)$, if and only if

$$
\mathfrak{R e}\left(\frac{z f^{\prime}(z)}{f(z)}\right)>\alpha, \quad z \in \mathbb{D}
$$

For a given $0 \leq \alpha<1$, a function $f \in \mathcal{S}$ is called a convex function of order $\alpha$, denoted by $\mathcal{K}(\alpha)$, if and only if

$$
\mathfrak{R e}\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\alpha, \quad z \in \mathbb{D}
$$

It is well known that $\mathcal{S}^{*}(0)=\mathcal{S}^{*}$ and $\mathcal{K}(0)=\mathcal{K}$. We recall [12] that the function $z g^{\prime}(z)$ is starlike if and only if the function $g(z)$ is convex.
A function $f \in \mathcal{S}$ is said to be convex in the direction of the imaginary axis if $f(\mathbb{D})$ has a connected intersection with every line parallel to the imaginary axis. Given a convex function $g \in \mathcal{K}$ with $g(z) \neq 0$ and $\alpha<1$, a function $f \in \mathcal{S}$, is called close-to-convex of order $\alpha$ with respect to the convex function $g$, denoted by $\mathcal{C}_{g}(\alpha)$, if and only if

$$
\mathfrak{R e}\left(\frac{f^{\prime}(z)}{g^{\prime}(z)}\right)>\alpha, \quad z \in \mathbb{D} .
$$

The class $\mathcal{C}_{g}(0)$ is the class of functions close-to-convex with respect to $g$. Geometrically, a function $f \in \mathcal{S}$ belongs to $\mathcal{C}$ if the complement $E$ of the image-region $F=\{f(z):|z|<1\}$ is the union of rays that are disjoint (except that the origin of one ray may lie on another one of the rays). The Noshiro-Warschawski theorem asserts that close-to-convex functions are univalent in $\mathbb{D}$, but not necessarily the converse. It is easy to verify that $\mathcal{K} \subset \mathcal{S}^{*} \subset \mathcal{C}$. For more details, one may refer to see [12].

## 2 Key lemmas

In order to establish our main results, we need the following results.

Lemma 1 ([14]) Let $\left\{a_{n}\right\}$ be a sequence of nonnegative real numbers such that $a_{1}=1$, and that for $n \geq 2$ the sequence $\left\{a_{n}\right\}$ is a convex decreasing, i.e., $0 \geq a_{n+2}-a_{n+1} \geq a_{n+1}-a_{n}$, for all $n \in \mathbb{N}$. Then,

$$
\begin{equation*}
\mathfrak{R e}\left(\sum_{n=1}^{\infty} a_{n} z^{n-1}\right)>1 / 2 \quad(z \in \mathbb{D}) \tag{6}
\end{equation*}
$$

It may be noted that each convex decreasing sequence also generates a convex null sequence. We recall that the sequence $a_{0}, a_{1}, \ldots$ of nonnegative numbers is called a convex null sequence if

$$
\lim _{k \rightarrow \infty} a_{k}=0 \quad \text { and } \quad a_{0}-a_{1} \geq a_{1}-a_{2} \geq \cdots \geq a_{k}-a_{k+1} \geq \cdots \geq 0
$$

For a convex null sequence $a_{0}=1, a_{1}, a_{2}, \ldots$, we have instead of (6) the following inequality

$$
\mathfrak{R e}\left(\frac{a_{0}}{2}+\sum_{n=1}^{\infty} a_{n} z^{n}\right)>0 \quad(z \in \mathbb{D}) .
$$

Lemma 2 ([14]) If $A_{n} \geq 0,\left\{n A_{n}\right\}$ and $\left\{n A_{n}-(n+1) A_{n+1}\right\}$ are both nonincreasing, then the function $f(z)=z+\sum_{n=2}^{\infty} A_{n} z^{n}$ is in $\mathcal{S}^{*}$.

Lemma 3 ([24]) Letf $(z)=z+\sum_{n=2}^{\infty} A_{n} z^{n}$. Suppose that

$$
1 \geq 2 A_{2} \geq \cdots \geq(n+1) A_{n+1} \geq \cdots \geq 0
$$

or

$$
1 \leq 2 A_{2} \leq \cdots \leq(n+1) A_{n+1} \leq \cdots \leq 2
$$

then $f$ is close-to-convex with respect to the convex function $-\log (1-z)$ in $\mathbb{D}$.

Lemma 4 ([24]) Suppose that $f$ is an odd function (i.e., of the form $f(z)=z+$ $\left.\sum_{n=2}^{\infty} A_{2 n-1} z^{2 n-1}\right)$, such that

$$
1 \geq 3 A_{3} \geq \cdots \geq(2 n+1) A_{2 n+1} \geq \cdots \geq 0
$$

or

$$
1 \leq 3 A_{3} \leq \cdots \leq(2 n+1) A_{2 n+1} \leq \cdots \leq 2,
$$

then $f$ is close-to-convex with respect to the convex function $(1 / 2) \log ((1+z) /(1-z))$.

Lemma 5 ([1]) Let $\left\{A_{n}\right\}_{n=1}^{\infty}$ be a sequence of nonnegative real numbers such that $A_{1}=1$ and

$$
(n+1) A_{n+1} \leq n A_{n} ;(2 n)^{2} A_{2 n} \leq(2 n-1)^{2} A_{2 n-1} \quad \text { for all } n \in \mathbb{N} .
$$

Then, the functions defined by the series $\sum_{k=1}^{n} A_{k} z^{k}$ and $\sum_{n=1}^{\infty} A_{n} z^{n}$ are convex in the direction of the imaginary axis (see for details [1, Theorem 2.3.5, p. 34]).

Lemma 6 ([21]) Let $\Omega \subset \mathbb{C}$, and suppose that $\psi: \mathbb{C}^{3} \times \mathbb{D} \rightarrow \mathbb{C}$ satisfies the condition $\psi(i s, t, u+i v ; z) \notin \Omega$ for $z \in \mathbb{D}$ and for real $s, t, u$ and $v$ satisfying

$$
t \leq-\left(1+s^{2}\right) / 2 \quad \text { and } \quad t+u \leq 0
$$

If $p(z)$ is analytic in $\mathbb{D}$, with $p(0)=1$ and $\psi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z) ; z\right) \in \Omega$ for $z \in \mathbb{D}$, then $\mathfrak{R e}(p(z))>0$, for all $z \in \mathbb{D}$.

This lemma is a special case of Theorem 1 due to Miller and Mocanu in [21].

Lemma 7 ([34]) For $\alpha<1, \beta<1$, we have

$$
\mathcal{P}(\alpha) * \mathcal{P}(\beta) \subset \mathcal{P}(\delta), \quad \text { where } \delta=1-2(1-\alpha)(1-\beta)
$$

The value of $\delta$ is the best possible.

In this paper, we study certain geometric properties such as the close-to-convexity, starlikeness, and convexity of the function $z_{1} F_{2}(a ; b, c ; z)$. We also study the boundedness property of the function $z_{1} F_{2}(a ; b, c ; z)$ in the concluding section. Several special cases and corollaries of our main results are also pointed out.

## 3 Close-to-convexity of $z_{1} F_{2}(a ; b, c ; z)$

This section deals with conditions on the parameters $a, b$, and $c$ so that the normalized function $z_{1} F_{2}(a ; b, c ; z)$ is close-to-convex and hence univalent in $\mathbb{D}$.

Theorem 1 Let $a, b, c>0$ and $a \leq b c / 2$, then the function $z_{1} F_{2}(a ; b, c ; z)$ is close-to-convex with respect to the convex function $-\log (1-z)$.

Proof Let $f(z)=z_{1} F_{2}(a ; b, c ; z)$. Then, $f(z) \in \mathcal{A}$, which has the standard normalized form $f(z)=z+\sum_{n=2}^{\infty} A_{n} z^{n}$, where

$$
A_{n}=\frac{(a)_{n-1}}{(b)_{n-1}(c)_{n-1}(n-1)!} \quad\left(n \geq 2 \text { and } A_{1}=1\right)
$$

Using the definition of the Pochhammer symbol, we have

$$
\begin{equation*}
A_{n+1}=\frac{(a+n-1)}{(b+n-1)(c+n-1) n} A_{n} . \tag{7}
\end{equation*}
$$

We first note that the condition $a \leq b c / 2$ implies that $2 A_{2} \leq A_{1}$. Now for $n \geq 2$, we obtain that

$$
\begin{aligned}
n A_{n}-(n+1) A_{n+1} & =A_{n}\left[n-\frac{(n+1)(a+n-1)}{(b+n-1)(c+n-1) n}\right] \\
& =\frac{A_{n}}{n(b+n-1)(c+n-1)} X(n),
\end{aligned}
$$

where

$$
\begin{aligned}
X(n) & =(b+n-1)(c+n-1) n^{2}-(n+1)(a+n-1) \\
& =n^{4}+n^{3}(b+c-2)+n^{2}(b c-b-c)-a-n a+1 \\
& =n^{3}(n-2)+n^{2}[n(b+c)-b-c]+[n(n b c-a)-a]+1 \\
& \left.\geq n^{3}(n-2)+n^{2}[n(b+c)-b-c]+[n(2 n a-a)-a]+1 \quad \text { (in view of } b c \geq 2 a\right) \\
& \geq 0 \quad(\text { for } n \geq 2) .
\end{aligned}
$$

Thus, we have $X(n) \geq 0$ for all $n \geq 1$, provided that $a, b, c>0$ and $a \leq b c / 2$, and so the sequence $\left\{n A_{n}\right\}$ is nonincreasing. Applying Lemma 3, we conclude that the function $z_{1} F_{2}(a ; b, c ; z)$ is close-to-convex with respect to the convex function $-\log (1-z)$.

Example 1 Setting $a=b$ in Theorem 1, it follows that for $c \geq 2$, the function $z_{0} F_{1}(-; c ; z)$ is close-to-convex with respect to the convex function $-\log (1-z)$ in $\mathbb{D}$.

Corollary 1 Let $a, b, c>-1, a+1 \leq(b+1)(c+1) / 2$ and $a \neq 0$, then $z_{1} F_{2}^{\prime}(a ; b, c ; z)$ is univalent in $\mathbb{D}$.

Proof Differentiating (1) with respect $z$, we obtain

$$
\begin{equation*}
b c z_{1} F_{2}^{\prime}(a ; b, c ; z)=a z_{1} F_{2}(a+1 ; b+1, c+1 ; z) . \tag{8}
\end{equation*}
$$

Using (8) and Theorem 1, we deduce that $\frac{b c}{a} z_{1} F_{2}^{\prime}(a ; b, c ; z)$ is close-to-convex with respect to $-\log (1-z)$ and hence the function $z_{1} F_{2}^{\prime}(a ; b, c ; z)$ is univalent in $\mathbb{D}$.

For $a=b$, Corollary 1 yields the result:

Corollary 2 Let $c \geq 1$, then $z_{0} F_{1}^{\prime}(-; c ; z)$ is univalent in $\mathbb{D}$.

Remark 1 In view of Biberbach's theorem, it is necessary that $\left|A_{2}\right|=|a / b c| \leq 2$ for $f$ to belong to the class $\mathcal{S}$ and therefore if $a, b, c \in \mathbb{C}, b, c \neq 0,-1,-2, \ldots$, then the function $z_{1} F_{2}(a ; b, c ; z)$ is not univalent whenever $|a|>2|b c|$. Similarly for $|c|<1 / 2$, the function $z_{0} F_{1}(-; c ; z)$ is not univalent in $\mathbb{D}$. In particular, for $0<c<1 / 2$, the function $z_{0} F_{1}(-; c ; z)$ is not univalent in $\mathbb{D}$. Therefore, in view of Example 1, the investigation of the univalence of the function $z_{0} F_{1}(-; c ; z)$ for the case $1 / 2 \leq c<2$ is still an open problem.

Theorem 2 Let $a, b, c>0$ and $a \leq 4 b c / 3$, then $z_{1} F_{2}\left(a ; b, c ; z^{2} / 4\right)$ is close-to-convex with respect to $(1 / 2) \log ((1+z) /(1-z))$.

Proof Let $f(z)=z_{1} F_{2}\left(a ; b ; c ; z^{2} / 4\right)=z+\sum_{n=2}^{\infty} A_{2 n-1} z^{2 n-1}$, where

$$
A_{2 n-1}=\frac{(a)_{n-1}}{(b)_{n-1}(c)_{n-1}(n-1)!4^{n-1}} \quad\left(n \geq 2 \text { and } A_{1}=1\right) .
$$

By means of the definition of the Pochhammer symbol, it is easy to see that

$$
A_{2 n+1}=\frac{(a+n-1)}{4 n(b+n-1)(c+n-1)} A_{2 n-1} .
$$

We first note that the condition $a \leq 4 b c / 3$ implies that $3 A_{3} \leq A_{1}$. Now for $n \geq 2$, we estimate that

$$
(2 n-1) A_{2 n-1}-(2 n+1) A_{2 n+1}=\frac{A_{2 n-1}}{4 n(b+n-1)(c+n-1)} Y(n)
$$

where

$$
\begin{aligned}
Y(n)= & 4 n(2 n-1)(b+n-1)(c+n-1)-(2 n+1)(a+n-1) \\
= & 8 n^{4}-20 n^{3}+14 n^{2}-3 n+1+8 c n^{3}+4 c n-12 c n^{2}+8 b n^{3}+4 b n \\
& -12 b n^{2}+8 b c n^{2}-4 b c n-2 a n-a
\end{aligned}
$$

$$
\begin{aligned}
\geq & 8 n^{4}-20 n^{3}+14 n^{2}-3 n+1+8 c n^{3}+4 c n-12 c n^{2}+8 b n^{3}+4 b n \\
& -12 b n^{2}+6 a n^{2}-4 b c n-2 a n-a \\
\geq & 0 \quad(\text { in view of } 4 b c \geq 3 a) .
\end{aligned}
$$

Thus, we have $Y(n) \geq 0$ for all $n \geq 1$, provided that $a, b, c>0$ and $a \leq 4 b c / 3$ and so the sequence $\left\{n A_{n}\right\}$ is nonincreasing. Applying now Lemma 4 , we assert that $z_{1} F_{2}\left(a ; b, c ; z^{2} / 4\right)$ is close-to-convex with respect to the function $(1 / 2) \log ((1+z) /(1-z))$.

Example 2 Setting $a=1, b=v+3 / 2$, and $c=3 / 2$ in Theorem 2 and using (3), we have the result that if $v \geq-1$, then $\mathbb{L}_{v}(z)$ is close-to-convex with respect to $(1 / 2) \log ((1+z) /(1-z))$. Again, setting the parameter as in (4), we obtain the result that if $\mu \pm v$ is a nonnegative odd integer and $(\mu+3)^{2}-v^{2} \geq 3$, then $\mathbb{T}_{\mu, v}(z)$ is close-to-convex with respect to $(1 / 2) \log ((1+$ $z) /(1-z))$.

Example 3 Setting $a=b$ in Theorem 2, we obtain the result that for $c \geq 3 / 4$, the function $z_{0} F_{1}\left(-; c ; z^{2} / 4\right)$ is close-to-convex with respect to $(1 / 2) \log ((1+z) /(1-z))$. Using this result and (5), we have the assertion that for $v \geq-1 / 4$, the function $\mathbb{I}_{\nu}(z)$ is close-to-convex with respect to $(1 / 2) \log ((1+z) /(1-z))$.

## 4 Starlikeness of $z_{1} F_{2}(a ; b, c ; z)$

In this section we determine the conditions on the parameters $a, b$, and $c$ such that the function $z_{1} F_{2}(a ; b, c ; z)$ is not only close-to-convex with respect to $-\log (1-z)$ but also starlike in $\mathbb{D}$. Let $\mathcal{K} S^{*}$ denote the family of functions in $\mathcal{A}$ that are close-to-convex with respect to $-\log (1-z)$ and also starlike in $\mathbb{D}$.

Theorem 3 Let $b, c>0$, and

$$
\frac{3 b c}{5 b c+8 b+8 c+8} \leq a \leq b c / 4 .
$$

Then, the function $z_{1} F_{2}(a ; b, c ; z)$ is in the class $\mathcal{K} S^{*}$.

Proof In view of Lemma 2, it is sufficient to prove that $\left\{n A_{n}\right\}$ and $\left\{n A_{n}-(n+1) A_{n+1}\right\}$ are nonincreasing sequences for all $n \geq 1$. The sequence $\left\{n A_{n}\right\}$ is nonincreasing under the condition that $a \leq b c / 2$ and the same will be true here as $a \leq b c / 4<b c / 2$. Therefore, it suffices to show that $n A_{n}-2(n+1) A_{n+1}+(n+2) A_{n+2} \geq 0$ for all $n \geq 1$. Using (7), we have

$$
\begin{aligned}
n A_{n}-2(n & +1) A_{n+1}+(n+2) A_{n+2} \geq 0 \\
\Leftrightarrow \quad A_{n} & {\left[n-2 \frac{(n+1)(a+n-1)}{n(b+n-1)(c+n-1)}\right.} \\
& \left.\quad+\frac{(n+2)(a+n)(a+n-1)}{(b+n)(b+n-1)(c+n)(c+n-1) n(n+1)}\right] \geq 0 .
\end{aligned}
$$

Therefore, it is sufficient to prove that

$$
\begin{equation*}
n-2 \frac{(n+1)(a+n-1)}{n(b+n-1)(c+n-1)} \geq 0 \quad(\text { for all } n \geq 1) \tag{9}
\end{equation*}
$$

This is true for $n=1$ as $a \leq b c / 4$. Also, (9) is true for $n=2$ provided that

$$
1 \geq \frac{3(a+1)}{2(b+1)(c+1)}
$$

which holds true if we show that

$$
1 \geq \frac{4 a}{b c} \geq \frac{3(a+1)}{2(b+1)(c+1)}
$$

and this inequality is valid under the hypothesis of the theorem. For $n \geq 3,(9)$ is valid, if $Z(n) \geq 0$, where

$$
\begin{aligned}
Z(n) & =n^{2}(b+n-1)(c+n-1)-2(n+1)(a+n-1) \\
& =n^{4}+b n^{3}+c n^{3}-2 n^{3}+b c n^{2}-b n^{2}-c n^{2}-n^{2}-2 a n+2-2 a \\
& =\left(n^{4}-2 n^{3}-n^{2}+2\right)+n^{2}[n(b+c)-b-c]+[n(n b c-2 a)-2 a] \\
& \geq\left(n^{4}-2 n^{3}-n^{2}+2\right)+n^{2}[n(b+c)-b-c]+[n(4 a n-2 a)-2 a] \quad(\text { as } b c \geq 4 a) \\
& \geq 0 .
\end{aligned}
$$

This completes the proof.

As before, if we set $a=b$ in Theorem 3, then we deduce the following result:
Corollary 3 Let $c \geq 4$, then the function $z_{0} F_{1}(-; c ; z)$ is in the class $\mathcal{K} S^{*}$.

## 5 Convexity of $z_{1} F_{2}(a ; b, c ; z)$

Theorem 4 Let $b, c>-1, a b c \neq 0$ and

$$
-\frac{26+10 b+10 c+2 b c}{29+13 b+13 c+5 b c} \leq a \leq \frac{b c+b+c-3}{4},
$$

then ${ }_{1} F_{2}(a ; b, c ; z)$ is a convex function in $\mathbb{D}$.
Proof Let $g(z)={ }_{1} F_{2}(a ; b, c ; z)$ and $f(z)=z_{1} F_{2}(a+1 ; b+1, c+1 ; z)$. Then, from relation (8), we have $f(z)=(b c / a) z g^{\prime}(z)$. By taking logarithmic derivatives of both sides, we obtain the relation

$$
\begin{equation*}
\frac{z f^{\prime}(z)}{f(z)}=1+\frac{z g^{\prime \prime}(z)}{g^{\prime}(z)} \tag{10}
\end{equation*}
$$

Using Theorem 3 and the hypothesis of Theorem 4, we infer that $f(z)$ is starlike and hence from (10), the function $g(z))={ }_{1} F_{2}(a ; b, c ; z)$ is a convex function.

Theorem 5 Let $a, b, c>0$ and $a \leq b c / 4$, then $z_{1} F_{2}(a ; b, c ; z)$ is convex in the direction of the imaginary axis.

Proof We have already proved in Theorem 1 that $(n+1) A_{n+1} \leq n A_{n}$ for all $n \geq 1$, provided that $a \leq b c / 4<b c / 2$. In view of Lemma $5, z_{1} F_{2}(a ; b, c ; z)$ is convex in the direction of the
imaginary axis provided that $(2 n)^{2} A_{2 n} \leq(2 n-1)^{2} A_{2 n-1}$ for all $n \geq 1$. Now,

$$
\begin{aligned}
(2 n-1)^{2} A_{2 n-1}-(2 n)^{2} A_{2 n} & =A_{2 n-1}\left[(2 n-1)^{2}-4 n^{2} \frac{(a+2 n-2)}{(b+2 n-2)(c+2 n-2)(2 n-1)}\right] \\
& =\frac{A_{2 n-1}}{(b+2 n-2)(c+2 n-2)(2 n-1)} L(n),
\end{aligned}
$$

where

$$
\begin{aligned}
L(n)= & (2 n-1)^{3}(b+2 n-2)(c+2 n-2)-4 n^{2}(a+2 n-2) \\
= & \left(32 n^{5}-112 n^{4}+144 n^{3}-92 n^{2}+32 n-4\right)+b\left(16 n^{4}-40 n^{3}+36 n^{2}-14 n+2\right) \\
& +c\left(16 n^{4}-40 n^{3}+36 n^{2}-14 n+2\right)+b c\left(8 n^{3}-12 n^{2}+6 n-1\right)-4 n^{2} a \\
\geq & 0 \quad(\text { as } b c \geq 4 a) .
\end{aligned}
$$

This completes the proof.

Theorem 6 Let c be a real number such that

$$
\begin{equation*}
c \geq \frac{3-3 \beta+2 \beta^{2}}{2(1-\beta)} \tag{11}
\end{equation*}
$$

and ${ }_{0} F_{1}^{\prime}(-; c ; z) \neq 0$, then ${ }_{0} F_{1}(-; c ; z)$ is a convex function of order $\beta(0 \leq \beta<1)$.

Proof Let $w(z)={ }_{0} F_{1}(-; c ; z)$. If we put

$$
1+\frac{z w^{\prime \prime}(z)}{w^{\prime}(z)}=\beta+(1-\beta) p(z)
$$

then $p(z)$ is analytic in $\mathbb{D}$ and $p(0)=1$. Therefore, to prove Theorem 6 , we need to show that $\mathfrak{R e}(p(z))>0$ in $\mathbb{D}$. Since the function $w(z)={ }_{0} F_{1}(-; c ; z)$ satisfies the differential equation

$$
z w^{\prime \prime}(z)+c w^{\prime}(z)-w(z)=0,
$$

we find that

$$
z p^{\prime}(z)+(1-\beta) p^{2}(z)+p(z)[c-2(1-\beta)]-\frac{z}{1-\beta}+1-\beta-c=0 .
$$

We may rewrite the above differential equation in the form of $\psi\left(p(z), z p^{\prime}(z) ; z\right)=0$. Now, for all real $s$ and $t \leq-\left(1+s^{2}\right) / 2$ and $z(=x+i y) \in \mathbb{D}$, we have

$$
\begin{aligned}
\mathfrak{R e} \psi(i s, t ; z) & =t-(1-\beta) s^{2}-\frac{x}{1-\beta}+1-\beta-c \\
& \leq-\frac{\left(1+s^{2}\right)}{2}-(1-\beta) s^{2}-\frac{x}{1-\beta}+1-\beta-c \\
& =-\frac{s^{2}}{2}(3-2 \beta)-\left[\frac{x}{1-\beta}-\frac{1}{2}+\beta+c\right] .
\end{aligned}
$$

Also,

$$
\frac{x}{1-\beta}-\frac{1}{2}+\beta+c>\frac{-1}{1-\beta}-\frac{1}{2}+\beta+c \geq 0
$$

for all $x \in(-1,1)$ and $c$ satisfying the condition (11). Hence, we deduce that $\mathfrak{R e}\{\psi(i s, t ; z)\}<$ 0 , and therefore by Lemma 6 , it follows that $\mathfrak{R e}(p(z))>0$ in $\mathbb{D}$, which shows that the function ${ }_{0} F_{1}(-; c ; z)$ is convex of order $\beta$.

If we use the identity

$$
\begin{equation*}
(c-1) z_{0} F_{1}^{\prime}(-; c-1 ; z)=z_{0} F_{1}(-; c ; z) \tag{12}
\end{equation*}
$$

then from Theorem 6, we obtain the following result:

Corollary 4 Let c be a real number such that

$$
c \geq \frac{5-5 \beta+2 \beta^{2}}{2(1-\beta)}
$$

and ${ }_{0} F_{1}^{\prime}(-; c-1 ; z) \neq 0$, then $z_{0} F_{1}(-; c ; z) \in \mathcal{S}^{*}(\beta)$ for $0 \leq \beta<1$.
If we let $f(z)=z_{0} F_{1}(-; c ; z)$ and $h(z)=f\left(z^{2} / 4\right) /(z / 4)$, then we have

$$
\begin{equation*}
\frac{z h^{\prime}(z)}{h(z)}=2 \frac{z^{2}}{4} \frac{f^{\prime}\left(z^{2} / 4\right)}{f\left(z^{2} / 4\right)}-1 \tag{13}
\end{equation*}
$$

This observation and Corollary 4 immediately yields the following result.

Corollary 5 Let c be a real number such that

$$
c \geq \frac{5-5 \beta+2 \beta^{2}}{2(1-\beta)}
$$

$1 / 2 \leq \beta<1$, and ${ }_{0} F_{1}^{\prime}(-; c-1 ; z) \neq 0$, then $z_{0} F_{1}\left(-; c ; z^{2} / 4\right) \in \mathcal{S}^{*}(2 \beta-1)$.

Theorem 7 Let $a, b, c>0, a \leq b c$, and

$$
\begin{equation*}
2 b c(b+1)(c+1) \geq a[4(b+1)(c+1)-(a+1)] \tag{14}
\end{equation*}
$$

then $\mathfrak{R e}\left\{{ }_{1} F_{2}(a ; b, c ; z)\right\}>1 / 2$ for $z \in \mathbb{D}$.

Proof In view of Lemma 1, it is sufficient to show that the sequence

$$
\left\{A_{n}\right\}_{n=1}^{\infty}=\left\{\frac{(a)_{n-1}}{(b)_{n-1}(c)_{n-1}(n-1)!}\right\}_{n=1}^{\infty}\left(A_{1}=1\right)
$$

is a convex decreasing sequence. We first prove that the above sequence is a decreasing sequence, i.e.,

$$
A_{n}-A_{n+1}=A_{n}\left[1-\frac{(a+n-1)}{(b+n-1)(c+n-1) n}\right]
$$

$$
=\frac{A_{n}}{n(b+n-1)(c+n-1)} M(n)
$$

where

$$
\begin{aligned}
M(n) & =(b+n-1)(c+n-1) n-(a+n-1) \\
& =n^{3}+n^{2}(b+c-2)+n(b c-b-c)-a+1 \\
& =n^{2}(n-2)+1+n(b+c)(n-1)+(n b c-a) \\
& \geq 0 \quad(\text { In view of } b c \geq a) .
\end{aligned}
$$

Thus, we have $M(n) \geq 0$ for all $n \geq 1$, provided that $a, b, c>0$, and $a \leq b c$ and hence the sequence $\left\{A_{n}\right\}$ is nonincreasing. Next, we show that the sequence $\left\{A_{n}\right\}_{n=1}^{\infty}$ is convex decreasing, and for that we need to show that $A_{n}-2 A_{n+1}+A_{n+2} \geq 0$ for all $n \geq 1$. Using (7), we have

$$
\begin{aligned}
A_{n}-2 A_{n+1} & +A_{n+2} \geq 0 \\
\Leftrightarrow \quad A_{n} & {\left[1-2 \frac{(a+n-1)}{n(b+n-1)(c+n-1)}\right.} \\
& \left.+\frac{(a+n)(a+n-1)}{(b+n)(b+n-1)(c+n)(c+n-1) n(n+1)}\right] \geq 0 .
\end{aligned}
$$

In view of (14), the above is true for $n=1$. For $n \geq 2$, the difference between the first two terms is

$$
1-2 \frac{(a+n-1)}{n(b+n-1)(c+n-1)}=\frac{N(n)}{n(b+n-1)(c+n-1)},
$$

where

$$
\begin{aligned}
N(n) & =n^{3}+c n^{2}+b n^{2}-2 n^{2}+b c n-b n-c n-n-2 a+2 \\
& =\left(n^{3}-2 n^{2}-n+2\right)+n[n(b+c)-b-c]+n b c-2 a .
\end{aligned}
$$

In view of $b c \geq a$, it is easy to see that $N(n) \geq 0$ for all $n \geq 2$, and hence applying Lemma 1 , we obtain the desired result.

Substituting $a=b$ in Theorem 7, we have
Corollary 6 Let $c \geq(1+\sqrt{7}) / 2$, then $\mathfrak{R e}\left\{{ }_{0} F_{1}(-; c ; z)\right\}>1 / 2$ for $z \in \mathbb{D}$.
Remark 2 Applying the above Corollary 6 for positive half-integers greater than or equal to 2 , we obtain the following inequality for $c=5 / 2$ :

$$
\begin{equation*}
\mathfrak{R e}\left({ }_{0} F_{1}(-; 5 / 2 ; z)\right)=\mathfrak{R e}\left(\frac{3}{8 z}\left(2 \cosh (2 \sqrt{z})-\frac{\sinh (2 \sqrt{z})}{\sqrt{z}}\right)\right)>1 / 2 \quad(z \in \mathbb{D}) . \tag{15}
\end{equation*}
$$

Similarly, for $c=7 / 2$, Corollary 4.7 gives the inequality:

$$
\begin{equation*}
\mathfrak{R e}\left(\frac{3}{8 z}\left(2 \cosh (2 \sqrt{z})-\frac{\sinh (2 \sqrt{z})}{\sqrt{z}}\right)\right)>1 / 2 \quad(z \in \mathbb{D}) . \tag{16}
\end{equation*}
$$

## 6 Boundedness property of ${ }_{1} F_{2}(a ; b, c ; z)$

Let $\mathcal{H}^{\infty}$ denotes the space of all bounded functions on $\mathcal{H}$. For the function $f \in \mathcal{H}$, set

$$
M_{p}(r, f)=\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f\left(r e^{i \theta}\right)\right|^{p} d \theta\right)^{1 / p} \quad(0<p<\infty)
$$

and

$$
M_{\infty}(r, f)=\max _{|z| \leq r}|f(z)|
$$

The function $f$ is said to belong to $\mathcal{H}^{p}$ and it is called the Hardy space $(0<p \leq \infty)$ if $M_{p}(r, f)$ is bounded for all $r \in[0,1)$. Evidently, we have the relationship ([11])

$$
\mathcal{H}^{\infty} \subset \mathcal{H}^{q} \subset \mathcal{H}^{p} \quad \text { for } 0<p<q<\infty
$$

The following results are widely known (see [15] and [27]) for the Hardy space ([11]):

$$
\begin{align*}
\mathfrak{R e}\left(f^{\prime}(z)\right)>0 & \Longrightarrow f^{\prime} \in \mathcal{H}^{q} \quad \text { for all } q<1 \\
& \Longrightarrow f \in \mathcal{H}^{q /(1-q)} \quad \text { for all } 0<q<1 \tag{17}
\end{align*}
$$

Theorem 8 Let $a, b, c>0, a \leq b c, c>a-b-1$ and

$$
2 b c(b+1)(c+1) \geq a[4(b+1)(c+1)-(a+1)] .
$$

Iff $\in \mathcal{R}$, then the convolution $z_{1} F_{2}(a ; b, c ; z) * f(z)$ is in $\mathcal{H}^{\infty} \cap \mathcal{R}$.

Proof Let $f \in \mathcal{R}$, then $f^{\prime} \in \mathcal{P}$. We define a function $g$ by

$$
\begin{equation*}
g(z)=z_{1} F_{2}(a ; b, c ; z) * f(z)=\sum_{n=1}^{\infty} \frac{(a)_{n-1}}{(b)_{n-1}(c)_{n-1}} \frac{z^{n}}{(n-1)!} a_{n} \tag{18}
\end{equation*}
$$

then

$$
\begin{equation*}
g^{\prime}(z)={ }_{1} F_{2}(a ; b, c ; z) * f^{\prime}(z) . \tag{19}
\end{equation*}
$$

Applying Theorem 7, we have $\mathfrak{R e}\left\{{ }_{1} F_{2}(a ; b, c ; z)\right\}>1 / 2$. Also, $f(z) \in \mathcal{R}$ implies that $\mathfrak{R e}\left(f^{\prime}(z)\right)>0$, and therefore from Lemma 7 it follows that $g \in \mathcal{R}$. Thus, in view of the first implication of (17), we have $g^{\prime} \in \mathcal{H}^{q}$ for all $q<1$. Further, from the second implication of (17), we have $g \in \mathcal{H}^{q /(1-q)}$ for all $0<q<1$, or equivalently, $g \in \mathcal{H}^{p}$ for all $0<p<\infty$.

In view of the known bound for the Carathéodory functions in the unit disc [12], we note that if $f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \in \mathcal{R}$, then

$$
\left|a_{n}\right| \leq \frac{2}{n} \quad(n \geq 2)
$$

By using this bound, we have in view of (18):

Using the well-known bound for the Carathéodory functions in the unit disc, we find that if $f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \in \mathcal{R}$ then

$$
\left|a_{n}\right| \leq \frac{2}{n} \quad(n \geq 2)
$$

Using this fact we find that

$$
\begin{align*}
|g(z)| & \leq|z|+\sum_{n=2}^{\infty} \frac{(a)_{n-1}}{(b)_{n-1}(c)_{n-1}(n-1)!}\left|a_{n}\right||z|^{n}  \tag{20}\\
& <1+\sum_{n=2}^{\infty} \frac{(a)_{n-1}}{(b)_{n-1}(c)_{n-1}(n-1)!} \frac{2}{n} \\
& =1+2 \sum_{n=1}^{\infty} \frac{(a)_{n}}{(b)_{n}(c)_{n} n!} \frac{1}{n+1}<1+2 \sum_{n=1}^{\infty} \frac{(a)_{n}}{(b)_{n}(c)_{n} n!} \frac{1}{n} .
\end{align*}
$$

Therefore, applying Raabe's test for convergence, we deduce that the series

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{(a)_{n}}{(b)_{n}(c)_{n} n!} \frac{1}{n} \tag{21}
\end{equation*}
$$

converges absolutely for $|z|=1$. This argument shows that the power series for $g(z)$ converges absolutely for $|z|=1$. Furthermore, it is well known that [11, Theorem 3.11, p. 42] $g^{\prime} \in \mathcal{H}^{q}$ implies continuity of $g$ on $\overline{\mathbb{D}}$, the closure of $\mathbb{D}$. Finally, since the continuous function $g$ on the compact set $\overline{\mathbb{D}}$ is bounded, $g(z)$ is a bounded analytic function in $\mathbb{D}$. Therefore, $g \in \mathcal{H}^{\infty}$ and this completes the proof.

We conclude this paper by considering a special case of Theorem 8. Indeed, if we put $a=b$ in Theorem 8, we have the following corollary.

Corollary 7 Let $c \geq \frac{1+\sqrt{7}}{2}$ and $f \in \mathcal{R}$, then the convolution $z_{0} F_{1}(-; c ; z) * f(z)$ is in $\mathcal{H}^{\infty} \cap \mathcal{R}$.
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