
Khan and Khan Journal of Inequalities and Applications        (2022) 2022:153 
https://doi.org/10.1186/s13660-022-02893-y

R E S E A R C H Open Access

Nonlinear operators between neutrosophic
normed spaces and Fréchet differentiation
Vakeel A. Khan1* and Mohammad Daud Khan1

*Correspondence:
vakhanmaths@gmail.com
1Department of Mathematics,
Aligarh Muslim University, Aligarh,
202002, India

Abstract
The article focuses on the introduction of neutrosophic continuity and neutrosophic
boundedness, which is a fair extension of intuitionistic fuzzy continuity and
intuitionistic fuzzy boundedness, respectively. The article further advances to illustrate
the Fréchet derivative of nonlinear operators between neutrosophic normed spaces
(NNS). Examples have been provided in compliance with the theory with the aid of
some standard sequence spaces.
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1 Introduction
The researchers persistently come across distinct mathematical problems that quite often
fail to get solved or analyzed by the classical theory of nonlinear analysis. A handful of the
arduous problems can be reduced to operator equations to analyze them, and the Fréchet
derivative plays a crucial role in solving such problems. The extension of crisp sets was
put forth by Zadeh [1], wherein each element had a degree of membership indicating the
extent to which an element belongs in a set. This notion is a strong mathematical tool
to deal with the complexity of uncertainty in the form of vagueness in several problems
arising in the area of science and engineering. It has valuable applications in areas such as
population dynamics [2], computer programming [3], chaos control [4, 5]. As an extension
of fuzzy sets, Atanassov [6] proposed the concept of intuitionistic fuzzy sets in 1986, which
incorporated the degree of non-membership and hesitant function along with the degree
of membership. A few papers depicting convergence in the setting of intuitionistic fuzzy
sets were defined by Mursaleen et al. [7, 8], where he analyzed the statistical and ideal
convergence in intuitionistic fuzzy topological space. Recently, Khan et al. [9] studied the
continuous and bounded linear operators in neutrosophic normed spaces.

In the ultimate presence of quantum gravitational effects, the theory of the Heisenberg
uncertainty principle must be generalized on the basis of fuzzy structure spacetime. These
facts were mainly encouraged by string theory and non-commutative geometry. Quantum
gravity robustly explained the spacetime points in a fuzzy way. So, the contrariety of deter-
mining the exact location of articles gives spacetime a vague structure [4, 10, 11]. Due to
this ambiguous structure, the position space depiction of quantum mechanics may break
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down. Therefore, in this manner, a generalized normed space of quasi-position eigenfunc-
tion is specifically required [12]. It is monitored that in the quantum gravity regime, the
most basic idea of spacetime in self-identity causes diffusion on the wave packet profile.
The formed fact originates in the quantum fluctuation of spacetime, best described as
fuzzy spacetime.

Smarandache et al. [13] projected another idea, which can be said to be a neutrosophic
set by counting a transitional membership function, which was expected to be a formal
setting trying to compute the truth, indeterminacy, and falsehood. Later on in [14], he
furthermore studied the contrariness between intuitionistic fuzzy set and neutrosophic
set, as well as the relations between these two sets [10]. In the generated neutrosophic
set, the components T (truth), S (indeterminacy), and U (falsity) have values in between
]0–, 1+[.

Bera and Mahapatra [15, 16] imported the neutrosophic soft normed linear space and
defined convexity, metric, and Cauchy sequence on it. Recently, Kirişci & Şimşek [12] ex-
amined the statistical convergence on NNS, while Khan et al. [17] evaluated some results of
NNS via the Fibonacci matrix. By reviewing the literature, we can conclude that there has
been exponential growth in the study of neutrosophic theory in dissimilar fields by various
researchers. There are a number of conditions where the norm of a vector is impossible
to get, and the concept of neutrosophic norm [18–20] looks more authentic in such cases.
These theories can best deal with situations by modeling the inexactness through the neu-
trosophic norm.

This presented paper resolves and studies the Fréchet derivative of nonlinear opera-
tors between NNS, which may produce a helpful functional tool to explain the operator
equations. Likewise, particular and universal discordance analysis of solutions of oper-
ator mathematical equations are determinate over this concept. So, here we have tried
a proper approach of nonlinear functional analysis of operator equations by applying
Fréchet derivative.

2 Preliminaries
Definition 2.1 ([6]) Let F �= φ be the intuitionistic fuzzy set, and F ⊆ Y is an ordered
triplet defined by

F =
{〈

η, T(η), U(η)
〉
: η ∈ Y

}
,

where T(η), U(η) : Y → [0, 1] represent the degree of membership and degree of non-
membership, respectively, in such a way that

0 ≤ T(η) + U(η) ≤ 1

1 – T(η) – U(η) is also said to be degree of hesitancy. The intuitionistic fuzzy components
T(η), U(η) and degree of hesitancy depend on each other.

Definition 2.2 ([14]) Let A �= φ, A ⊆ Y . Then,

ANS =
{〈

η, T(η), S(η), U(η)
〉
: η ∈ Y

}
,
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where T(η), S(η), U(η) : Y → [0, 1] represent the degree of membership, degree of indeter-
minacy, and degree of nonmembership, respectively, in such a way that

0 ≤ T(η) + S(η) + U(η) ≤ 3.

The neutrosophic components T(η), S(η) and U(η) are independent of each other.

Definition 2.3 ([21]) A continuous t-norm is a binary operation � : [0, 1] × [0, 1] → [0, 1]
with the following conditions: (i) � is associative and commutative; (ii) � is continuous;
(iii) ρ1 � 1 = ρ1, ∀ρ1 ∈ [0, 1]; (iv) ρ1 � ρ2 ≤ ρ3 � ρ4 whenever ρ1 ≤ ρ3 and ρ2 ≤ ρ4, for each
ρ1,ρ2,ρ3,ρ4 ∈ [0, 1].

Definition 2.4 ([21]) A continuous t-conorm is a binary operation ◦ : [0, 1] × [0, 1] →
[0, 1] with the following conditions (i) ◦ is associative and commutative; (ii) ◦ is continu-
ous; (iii) ρ1 ◦ 0 = ρ1, ∀ρ1 ∈ [0, 1]; (iv) ρ1 ◦ ρ2 ≤ ρ3 ◦ ρ4 whenever ρ1 ≤ ρ3 and ρ2 ≤ ρ4, for
each ρ1,ρ2,ρ3,ρ4 ∈ [0, 1].

Definition 2.5 ([22]) Consider Y be a linear space and M = {〈η, T(η), S(η), U(η)〉 : η ∈ Y }
be a normed space in such a way that M : Y × R+ → [0, 1]. Let • and � be continuous t-
norm and continuous t-conorm, respectively. Then, the four-tuple (Y ,M,•,�) is called
neutrosophic normed space (NNS) if it satisfies the following axioms, ∀η, y, z ∈ Y and
d, t > 0;

(i) 0 ≤ T(η, t), S(η, t), U(η, t) ≤ 1,
(ii) 0 ≤ T(η, t) + S(η, t) + U(η, t) ≤ 3,

(iii) T(η, t) = 0 for t ≤ 0,
(iv) T(η, t) = 1 for t > 0 iff η = 0
(v) T(cη, t) = T(η, t

|c| ) ∀ c �= 0, t > 0,
(vi) T(η, t) • T(y, d) ≤ T(η + y, t + d)

(vii) T(η,•) is continuous nondecreasing function for t > 0, limt→∞ T(η, t) = 1
(viii) S(η, t) = 1 for t ≤ 0,

(ix) S(η, t) = 0 for t > 0 iff η = 0
(x) S(cη, t) = S(η, t

|c| ), ∀ c �= 0
(xi) S(η, t) � S(y, d) ≥ S(η + y, t + d),

(xii) S(η,�) is continuous nonincreasing function, limt→∞ S(η,�) = 0,
(xiii) U(η, t) = 1 for t ≤ 0,
(xiv) U(η, t) = 0 for t > 0 iff η = 0,
(xv) U(cη, t) = U(η, t

|c| ) ∀c �= 0
(xvi) U(η, t) � U(y, d) ≥ U(η + y, t + d),

(xvii) U(η,�) is continuous nonincreasing function, limt→∞ U(η, t) = 0.
In this case, M is called neutrosophic norm (NN).

Since all the components lie between [0, 1], therefore, if the indetreminacy is zero, then
still neutrosophic components are more flexible and more general then fuzzy and intu-
itionistic fuzzy components. If all the neutrosohic components on a vector space sat-
isfy all conditions of Definition 2.5, then we say that (Y ,M,•,�) is NNS, where M =
{〈η, T(η), S(η), U(η)〉 : η ∈ Y }.
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Neutrosophic normed space is more general than norm space. This is illustrated by
proper example

Let (Y ,M,•,�) be NNS. Assume that η • y = ηy and η � y = η + y – ηy for all η, y ∈ Y and
t > 0 with the condition

T(η, t) > 0 and S(η, t) < 1, U(η, t) < 1 
⇒ η = 0 for all t > 0.

Let ‖η‖β = inf{t > 0 : T(η, t) ≥ β and S(η, t) ≤ 1 – β , U(η, t) ≤ 1 – β}, ∀β ∈ (0, 1). Then,
{‖ · ‖β : β ∈ (0, 1)} is an ascending family of norms on Y . These norms are said to be β-
norms on Y compatible to neutrosophic norm (T, S, U).

3 Neutrosophic continuity
Definition 3.1 ([23]) Let (Y , T1, S1, U1,•,�) and (W , T′, S′, U′•,�) be two NNS, and con-
sider a mapping h from (Y , T1, S1, U1,•,�) → (W , T′, S′, U′•,�). Then,

(i) ξ is called strong neutrosophic limit of h at some η0 ∈ Y if for each ε > 0, ∃ some
δ = δ(ε) > 0 such that

T′(h(η) – ξ , ε
) ≥ T1(η – η0, δ),

S′(h(η) – ξ , ε
) ≤ S1(η – η0, δ),

U′(h(η) – ξ , ε
) ≤ U1(η – η0, δ).

In this case, we write (Strong Neutrosophic-SN)-limη→η0 h(η) = ξ , which also
means that

lim
T1(η–η0,t)→1

T′(h(η) – ξ , t
)

= 1, (SN) and

lim
S1(η–η0,t)→0

S′(h(η) – ξ , t
)

= 0 (SN),

lim
U1(η–η0,t)→0

U′(h(η) – ξ , t
)

= 0 (SN)

or

⎧
⎨

⎩
T1(h(η) – ξ , t) = ξ , (SN) as T′(η – η0, t) → 1, and S1(h(η) – ξ , t) = ξ , (SN) as

S′(η – η0, t) → 0 U1(h(η) – ξ , t) = ξ , (SN) as U′(η – η0, t) → 0

∀t > 0.
(ii) ξ is called weak neutrosophic limit of h at some η0 ∈ Y if for given ε > 0 & β ∈ (0, 1),

δ = δ(ε,β) > 0 s.t

T1(η – η0, δ) ≥ β 
⇒ T′(h(η) – ξ , ε
)

and

S′(η – η0, δ) ≤ 1 – β 
⇒ S1
(
h(η) – ξ , ε

)
,

U′(η – η0, δ) ≤ 1 – β 
⇒ U1
(
h(η) – ξ , ε

)
.
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In this case, we write (Weak Neutrosophic-WN)-limη→η0 h(η) = ξ , which also
means that

lim
T1(η–η0,t)→1

T′(h(η) – ξ , t
)

= ξ , (WN) and

lim
S1(η–η0,t)→0

S′(h(η) – ξ , t
)

= ξ (SN),

lim
U1(η–η0,t)→0

U′(h(η) – ξ , t
)

= ξ (SN).

or
⎧
⎨

⎩
T′(h(η) – ξ , t) = ξ , (WN) as T1(η – η0, t) → 1, and S′(h(η) – ξ , t) = ξ , (WN) as

S1(η – η0, t) → 0 U′(h(η) – ξ , t) = ξ , (WN) as U1(η – η0, t) → 0

for all t > 0.

Definition 3.2 Let hn : (Y , T1, S1, U1,•,�) → (W , T′, S′, U′,•,�) be a sequence of func-
tions. Then 
n is called pointwise neutrosophic convergent on Y to a function 
 w.r.t
(T, S, U) if for each η ∈ Y , the sequence (
n(η)) is convergent to 
(η) w.r.t (T, S, U).

Definition 3.3 ([12]) Suppose (Y ,M,•,�) is an NNS. A sequence m = (mi) is said to be
a Cauchy sequence w.r.t M, if for each ε > 0 & t > 0, ∃ d ∈ N s.t T(mi – mk , t) > 1 – ε,
S(mi – mk , t) < ε and U(mi – mk , t) < ε for all i, k ≥ d.

Definition 3.4 Suppose (Y , T1, S1, U1,•,�) and (W , T′, S′, U′,•,�) are two NNS. A map-
ping h from (Y , T1, S1, U1,•,�) → (W , T′, S′, U′•,�) is called neutrosophic continuous at
ρ0 ∈ Y if for any given ε > 0, ∃ t = t(b, ε), d = d(b, ε) ∈ (0, 1) such that ∀ρ ∈ Y and for all
b ∈ (0, 1),

T1(ρ – ρ0, t) > 1 – γ 
⇒ T′(
(ρ) – 
(ρ0), ε
)

> 1 – b,

S1(ρ – ρ0, t) < γ 
⇒ S′(
(ρ) – 
(ρ0), ε
)

< b,

U1(ρ – ρ0, t) < γ 
⇒ U′(
(ρ) – 
(ρ0), ε
)

< b.

Proposition 3.1 (SN) – lim 
⇒ (WN) – lim but the contrary need not hold. Further,
(WN) – lim = (SN) – lim whenever (SN) – lim exists.

Proof It is simple to show. Now, we prove that (WN) – lim does not imply (SN) – lim in
regular. �

Example 3.1 Consider Y = W = R

T1(η, t) =

⎧
⎨

⎩

t
t+‖η‖ if t > ‖η‖,

0 otherwise;

T′(η, t) =

⎧
⎨

⎩
1, if t > ‖η‖,

0, if t ≤ ‖η‖;
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and

S1(η, t) =

⎧
⎨

⎩

‖η‖
t+‖η‖ if t > ‖η‖,

1 otherwise;

S′(η, t) =

⎧
⎨

⎩
1, if t ≤ ‖η‖,

0, if t > ‖η‖;

U1(η, t) =

⎧
⎨

⎩

‖η‖
t if t > ‖η‖,

1 otherwise;

U′(η, t) =

⎧
⎨

⎩
1, if t ≤ ‖η‖,

0, if t > ‖η‖.

Let the function h from (R, T1, S1, U1,•,�) onto (R, T′, S′, U′,•,�) be defined by h(η) = η.
Then (WN) – limη→0 h(η) = 0. However, (SN) – limη→0 h(η) does not exist. Because, for
‖η‖ = ε there is no δ > 0 satisfying the conditions

T′(η, ε) = 0 ≥ T1(η, δ) =
‖δ‖

δ + ‖η‖ =
‖δ‖

δ + ‖ε‖

and

S′(η, ε) = 0 ≤ S1(η, δ) =
‖ε‖

δ + ‖ε‖ ,

U′(η, ε) = 0 ≤ U1(η, δ) =
‖ε‖

δ + ‖ε‖ .

Now, we assign the strong and weak neutrosophic continuity of mappings between NNS.

Definition 3.5 ([24]) Suppose (Y ,M,•,�) is an NNS. & V ⊂ Y . Then V is called neutro-
sophic open subset Y if for every η ∈ V , there exists some t > 0 and β ∈ (0, 1) such that
B(η,β , t) ⊆ V , where

B(η,β , t) :=
{

y : T(η – y, t) > 1 – β and S(η – y, t) < β , U(η – y, t) < β
}

.

Definition 3.6 Suppose (Y , T1, S1, U1,•,�) and (W , T′, S′, U′,•,�) are two NNS. A map-
ping h : Y → W . Then h is called

(i) weakly neutrosophic continuous at η0 ∈ Y if for given ε > 0 and β ∈ (0, 1) ∃ some
δ = δ(ε,β) > 0 s.t

T1(η – η0, δ) ≥ β 
⇒ T′(h(η) – h(η0), ε
)

and

S1(η – η0, δ) ≤ 1 – β 
⇒ S′(h(η) – h(η0, ε),

U1(η – η0, δ) ≤ 1 – β 
⇒ U′(h(η) – h(η0, ε),

for all η ∈ Y .
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(ii) strongly neutrosophic continuous at η0 ∈ Y if for given ε > 0 and β ∈ (0, 1) ∃ some
δ = δ(ε,β) > 0 such that

T′(h(η) – h(η0), ε
) ≥ T1(η – η0, δ) and S′(h(η) – h(η0, ε) ≤ S1(η – η0, δ),

U′(h(η) – h(η0, ε) ≤ U1(η – η0, δ),

for all η ∈ Y .
(iii) Let h be linear. Then h is said be weakly neutrosophic bounded (for short, WNB) on

Y if for given β ∈ (0, 1) ∃ some, nβ > 0 such that

T1

(
η,

t
nβ

)
≥ β 
⇒ T′(h(η), t

) ≥ β and

S1

(
η,

t
nβ

)
≤ 1 – β 
⇒ S′(h(η), t

) ≤ 1 – β ,

U1

(
η,

t
nβ

)
≤ 1 – β 
⇒ U′(h(η), t

) ≤ 1 – β ,

for all η ∈ Y and t > 0. Let E′(Y , W ) indicate the set of all WNB linear operators.
(iv) Let h be linear. Then h is called weakly neutrosophic bounded (for short, SNB) on

Y if for given β ∈ (0, 1), ∃ some, K > 0 such that

T′(h(η), t
) ≥ T1

(
η,

t
K

)
and S′(h(η), t

) ≤ S1

(
η,

t
K

)
,

U′(h(η), t
) ≤ U1

(
η,

t
K

)
,

for all η ∈ Y and t > 0. Let E(Y , W ) denote the set of all SNB linear operators.

Theorem 3.1 Suppose (Y , T1, S1, U1,•,�) and (W , T′, S′, U′,•,�) are two NNS and h : Y →
W be a linear mapping. Then h is strongly (weakly) neutrosophic continuous if it is strongly
(weakly) neutrosophic bounded.

Definition 3.7 Consider (Y , T1, S1, U1,•,�) be an NNS. Then, a sequence ηp is called
(i) weakly neutrosophic convergent to η ∈ Y if and only if, for every ε > 0 & β ∈ (0, 1), ∃

some, p0 = p0(β , ε) such that

T1(ηp – η0, ε) ≥ β & S1(ηp – η0, ε) ≤ 1 – β ,

U1(η – η0, ε) ≤ 1 – β for all η ≥ η0.

In this case, we write ηp
WN−−→ η.

(ii) strongly neutrosophic convergent to η ∈ Y if and only if, for every β ∈ (0, 1), there
exists some p0 = p0(ε) such that

T1(ηp – η, t) ≥ 1 – β and S1(ηp – η0, t) ≤ β , U1(η – η0, t) ≤ β , ∀t > 0,

we write ηp
SN−→ η.
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Accordingly, we can define an SN(WN)-Cauchy sequence, SN(WN)-closure of a subset
and an SN(WN)-complete NNS.

Theorem 3.2 If a sequence (ηp) is SN-convergent then it is WN-convergent to the same
limit, but not conversely.

Example 3.2 It is easy to show that SN-convergence implies WN-convergence. Following
is an example to depict that the converse of the statement may not be true. Consider c0,
the Banach space of all sequences η = ηp convergent to zero with the sup-norm ‖η‖∞ =
supp ‖η‖, and recognize the neutrosophic norm

T1(η, t) =

⎧
⎨

⎩

t–‖η‖∞
t+‖η‖∞ if t > ‖η‖∞,

0 if t ≤ ‖η‖∞;

and

S1(η, t) =

⎧
⎨

⎩

2‖η‖∞
t+‖η‖∞ if t < ‖η‖∞,

1 if t ≤ ‖η‖∞;

U1(η, t) =

⎧
⎨

⎩

2‖η‖∞
t+‖η‖∞ if t < ‖η‖∞,

1 if t ≤ ‖η‖∞.

on Y . We can find β-norms of neutrosophic norm (T1, S1, U1) since it satisfies the condi-
tion (1.1.1). Thus,

T1(η, t) ≥ β ⇐⇒ t – ‖η‖∞
t + ‖η‖∞

≥ β ⇐⇒ 1 + β

1 – β
‖η‖∞ ≤ t,

and

S1(η, t) ≤ 1 – β ⇐⇒ 2‖η‖∞
t + ‖η‖∞

≤ 1 – β ⇐⇒ 1 + β

1 – β
‖η‖∞ ≤ t,

U1(η, t) ≤ 1 – β ⇐⇒ 2‖η‖∞
t + ‖η‖∞

≤ 1 – β ⇐⇒ 1 + β

1 – β
‖η‖∞ ≤ t.

This shows that

‖η‖β = inf
{

t > 0 : T1(η, t) ≥ β and S1(η, t) ≤ 1 – β , U1(η, t) ≤ 1 – β
}

= ‖η‖∞.

Now, we show that the sequence η = (ηp) = ( 1
p )∞p=1 is WN-convergent but not SN-

convergent. Since each ‖ · ‖β is equivalent to ‖ · ‖∞, clearly (ηp) is WN-convergent to
0. However, this convergence is not uniform in β . In fact, for given ε > 0

‖η‖β =
1 + β

1 – β
‖η‖∞ < ε ⇐⇒ 1 + β

(1 – β)ε
< 1.

Since ‖η‖∞ = 1 for η = ( 1
p )∞p=1. But this is not possible, since 1+β

(1–β)ε → ∞ as β → 1.
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3.1 Neutrosophic Fréchet derivative (NFD)
Definition 3.8 Let (Y , T1, S1, U1,•,�) and (W , T′, S′, U′,•,�) be two NNS, H ⊆ Y be
an neutrosophic open subset, and h : H → W probably nonlinear. Then h is called
strong(weak) neutrosophic Fréchet differentiable at η0 ∈ H if there exists a strongly
(weakly) neutrosophic bounded linear operator T from (Y , T1, S1, U1,•,�) to (W , T′, S′, U′,
•,�) such that for every t > 0

lim
T1(a,t)→1

T′
(

h(η0 + a) – h(η0) – Ta
1 – T1(a, t)

, t
)

= 1
(
SN(WN)

)
,

lim
S1(a,t)→0

S′
(

h(η0 + a) – h(η0) – Ta
1 – S1(a, t)

, t
)

= 0
(
SN(WN)

)
,

lim
U1(a,t)→0

U′
(

h(η0 + a) – h(η0) – Ta
1 – U1(a, t)

, t
)

= 0
(
SN(WN)

)
.

In this condition, the operator T is said to be strong (weak) neutrosophic, or shot,
SN(WN)-Fréchet derivative of h at η0 and is indicated by DSN(WN)h[η0] is called SN(WN)-
Fréchet differentiable on U if it is SN(WN)-Fréchet differentiable at every point of H .
In this condition, η → DSN(WN)h[η] is a basis from H to (F (Y , W )F ′(Y , W )), denoted by
DSN(WN)h.

Theorem 3.3 A strongly (weakly) neutrosophic bounded linear operator A is SN(WN)-
Fréchet differentiable at every point η0 & DSN(WN)A[η0] = A.

Proof This is explicit since

T′
(A(η0 + a) – A(η0) – Aa

1 – T1(a, t)
, t

)
= T′(0, t) = 1,

and

S′
(A(η0 + a) – A(η0) – Aa

S1(a, t)
, t

)
= S′(0, t) = 0,

U′
(A(η0 + a) – A(η0) – Aa

U1(a, t)
, t

)
= U′(0, t) = 0,

∀t > 0. �

Proposition 3.2 If h is SN(WN)-Fréchet differentiable at η0 ∈ H , then it is strong (weak)
neutrosophic continuous at η0.

Proof We take the following inequalities. For given t > 0,

T′(h(η) – h(η0), t
)

= T′(h(η) – h(η0) – Ta + Ta, t
)

≥ T′(h(η) – h(η0) – Ta, t
(
1 – T1(a, t)

)) • (1 – T′(Ta, tT1(a, t)
)

= T′
(

h(η) – h(η0) – Ta
(1 – T1(a, t))

, t
)

• T′
(

Ta
T1(a, t)

, t
)

,
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and

S′(h(η) – h(η0), t
)

= S′(h(η) – h(η0) – Ta + Ta, t
)

≤ S′(h(η) – h(η0) – Ta, t
(
1 – S1(a, t)

))
�

(
1 – S1

(
Ta, tS′(a, t)

))

= S′
(

h(η) – h(η0) – Ta
(S1(a, t))

, t
)

� S′
(

Ta
1 – S1(a, t)

, t
)

,

U′(h(η) – h(η0), t
)

= U′(h(η) – h(η0) – Ta + Ta, t
)

≤ U′(h(η) – h(η0) – Ta, t
(
1 – U1(a, t)

))
�
(
1 – U1

(
Ta, tU′(a, t)

))

= U′
(

h(η) – h(η0) – Ta
(U1(a, t))

, t
)

� U′
(

Ta
1 – U1(a, t)

, t
)

.

Since h is SN(WN)-Fréchet differentiable at η0 ∈ H , it follows that

T′(h(η) – h(η0), t
) ≥ 1 • T′

(
Ta

T1(a, t)
, t

)
,

and

S′(h(η) – h(η0), t
) ≤ 0 � S′

(
Ta

1 – S1(a, t)
, t

)
,

U′(h(η) – h(η0), t
) ≤ 0 � U′

(
Ta

1 – U1(a, t)
, t

)
,

where T = DSN(WN)h[η0]. Therefore, h is strong(weak) neutrosophic continuous. �

Theorem 3.4 Suppose (Y , T1, S1, U1,•,�) and (W , T′, S′, U′,•,�) are two NNS, H ⊆ Y be
an neutrosophic open subset, and h : H → W . If h is SN-Fréchet differentiable at some
η0 ∈ H , then it is WN-Fréchet differentiable at some η0 with the same derivative but not
conversely. The proof of the above theorem follows directly from the Proposition 3.2. For the
converse part, let us consider the following example.

Example 3.3 Let Y = W = �p (1 ≤ p < ∞), the Banach space of all absolutely p-summable
sequences with the norm ‖η‖p = (

∑
n |η|p)

1
p . Define the functions

T1(η, t) =

⎧
⎨

⎩

t2

t2+2‖η‖p
p

if t > 0,

0 if t < 0;

T′(η, t) =

⎧
⎨

⎩
1, if t > 0 and t2 > ‖η‖p

p,

0, if t < 0 and t2 ≤ ‖η‖p
p;

and

S1(η, t) =

⎧
⎨

⎩

2‖η‖p
p

t2+2‖η‖p
p

if t > 0,

0 if t < 0;
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S′(η, t) =

⎧
⎨

⎩
0, if t > 0 and t2 > ‖η‖p

p,

1, if t < 0 and t2 ≤ ‖η‖p
p;

U1(η, t) =

⎧
⎨

⎩

2‖η‖p
p

t2+2‖η‖p
p

if t > 0,

0 if t < 0;

U′(η, t) =

⎧
⎨

⎩
0, if t > 0 and t2 > ‖η‖p

p,

1, if t < 0 and t2 ≤ ‖η‖p
p.

Then (Y , T1, S1, U1) and (W , T′, S′, U′) are neutrosophic norms on �p. Consider the
shift operator G(η) = G({η1,η2...}) = {0,η1,η2...} on �p. It is simple to see that linear op-
erator G is weakly bounded hence is weakly continuous from (�p, T1, S1, U1,•,�) into
(�p, T′, S′, U′,•,�) but not strongly continuous; since G is linear, we get from Theorem 3.2
that G = DWN G[η] for all η ∈ �p, while DSN G[η] does not exist.

Definition 3.9 A subset B in NNS (Y , T, S, U,�,◦) is called SN(WN)-compact if each se-
quence of elements of B has an SN(WN)-convergent subsequence.

Definition 3.10 (Y , T1, S1, U1,•,�) and (W , T′, S′, U′,•,�) be two NNS and h : Y → W .
Then h is said to be SN(WN)-compact if for every neutrosophic bounded subset B of
Y , the subset h(B) is relatively SN(WN)-compact, i.e., the closure of h(B) is SN(WN)-
compact.

Remark 3.1 By the same way as in the proof of [25, Theorem 5], we can prove that h
is SN(WN)-compact if it maps every neutrosophic bounded sequence onto a sequence
which has an SN(WN)-convergent subsequence. Therefore, an SN-compact operator is
WN-compact but not conversely. For example, the identity operator on (c0, T, S, U,•,�),
in Example 3.3 is not SN-compact while it is WN-compact. Because ( 1

p )∞p=1 cannot have
SN-convergent subsequence.

Theorem 3.5 (Y , T1, S1, U1,•,�) and (W , T′, S′, U′,•,�) be two WN-complete NNS and h :
Y → W be nonlinear WN-compact operator. Let, for some η0 ∈ Y , DWN h[η0] = A exist.
Then the linear operator A is also WN-compact.

Proof Suppose ηp ⊂ (Y , T1, S1, U1,•,�) is an arbitrary neutrosophic bounded sequence. ∃
some t0 > 0 and k ∈ (0, 1) such that T1(ηp, t0

2 ) ≥ 1 – k and S1(ηp, t0
2 ) ≤ k, U1(ηp, t0

2 ) ≤ k, for
every +ve integer p. Let the sequence (η0 + ηp)∞k=1, and let us show that it is neutrosophic
bounded. If we take 1 – p1 = T1(ηp, t0

2 ) • 1 – p and p1 = S1(ηp, t0
2 ) � p, p1 = U1(ηp, t0

2 ) � p then

T1(η0 + ηp, t0) ≥ T1

(
η0,

t0

2

)
• T1

(
ηp,

t0

2

)
> T1

(
η0,

t0

2

)
• (1 – p) = 1 – p1,

and

S1(η0 + ηp, t0) ≤ S1

(
η0,

t0

2

)
� S1

(
ηp,

t0

2

)
< S1

(
η0,

t0

2

)
� p = p1,

U1(η0 + ηp, t0) ≤ U1

(
η0,

t0

2

)
� U1

(
ηp,

t0

2

)
< U1

(
η0,

t0

2

)
� p = p1
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for every positive integer p. Rest of the proof can be done on the same lines as in [26]. �

4 Conclusion
The present paper introduces the Fréchet derivative of nonlinear operators between NNS
and the boundedness of linear operators between neutrosophic normed spaces. Current
work is an increase and extension of the work of Mursaleen et al. [27], i.e., in an NNS which
is more regular than the IFNS. So that, one may await it to be a more practical, modest
work in the domain of neutrosophic topology in modeling the inaccuracy and ambiguity
of several subjects arising in many fields of engineering, economics, and science.
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