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Abstract
In this paper, we study the error estimates of local discontinuous Galerkin methods
based on the generalized numerical fluxes for the one-dimensional linear fifth order
partial differential equations. We use a newly developed global Gauss–Radau
projection to obtain the linear type of optimal error estimates. The numerical
experiments show that the scheme coupled with the third order implicit
Runge–Kutta method can achieve the optimal (k + 1)th order of accuracy.
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1 Introduction
The discontinuous Galerkin (DG) method was first proposed by Reed and Hill [1] to solve
neutron problems in 1973. Then, motivated by the success of Bassi and Rebay [2] for the
compressible Navier–Stokes equations, Cockburn and Shu [3] designed the local discon-
tinuous Galerkin (LDG) method for solving nonlinear equations with higher order spatial
derivatives. The main idea of the LDG method is to transform higher order partial dif-
ferential equations into an equivalent first order system by introducing auxiliary variables
such that the Runge–Kutta discontinuous Galerkin (RKDG) method [4] can be used, so
the LDG method shares many advantages of the DG schemes.

In the past twenty years, the LDG method has been widely studied in various frame-
works. In [5], the LDG scheme with alternating numerical flux was applied to the linear
convection-diffusion problem, and the optimal (k +1)th order of accuracy was obtained by
virtue of local Gauss–Radau projections. In [6] and [7], Cockburn et al. studied the mini-
mal dissipation local discontinuous Galerkin method and proved that the hp-version esti-
mates of convection-diffusion equations can reach the optimal convergence order. Mean-
while, Cockburn et al. also analyzed the LDG method for Stokes system in [8] and then
proposed a new LDG technique for incompressible stationary Navier–Stokes equations.
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For partial differential equations with higher order spatial derivatives, note that the spa-
tial discrete operator of the LDG method is usually rigid. If explicit time discretization is
used, then smaller time steps must be required to ensure the stability of the scheme, which
will cost more computing time. Zhang and Shu [9] improved the low precision problems
of second order time discretization, proved the L2-norm stability for scalar linear conser-
vation laws, and obtained a priori error estimates of the third order TVD Runge–Kutta
LDG method. Wang and Shu [10] presented the optimal error estimates for solving one-
dimensional linear convection-diffusion equations in both space and time for the third
order implicit-explicit Runge–Kutta time-marching coupled with LDG spatial discretiza-
tion. In 2016, Wang and Shu [11, 12] further extended this result to the one-dimensional
and two-dimensional nonlinear convection-diffusion equations. For more applications on
implicit and explicit time-discrete method, one can refer to [13].

It is worth pointing out that when the LDG method is used, it is very important to design
an appropriate numerical flux to ensure the stability of the scheme [14]. The error esti-
mates can only reach k + 1

2 order if we choose central fluxes for odd order polynomials [2].
But the numerical experiments show that the error estimates can easily reach k + 1 order
when the alternating fluxes are used. In recent years, Meng and Shu [15] put forward more
comprehensive theories of the upwind-biased fluxes and proved the optimal k + 1 order
error estimates of the semi-discrete and fully discrete scheme for linear hyperbolic con-
servation equations. Li and Meng [16] analyzed the discontinuous Galerkin method based
on upwind-biased numerical fluxes for one-dimensional linear hyperbolic equations with
degenerate variable coefficients. For higher order partial differential equations, Meng ex-
tended the upwind-biased fluxes to the generalized alternating fluxes in [17]. Moreover,
Meng, Liu, and Zhang investigated that local discontinuous Galerkin methods with gen-
eralized alternating fluxes for one-dimensional linear convection-diffusion equations can
superconverge to order 2k + 1 in [18].

The main content of this paper is as follows. In Sect. 2, we introduce the semi-discrete
scheme based on the generalized numerical fluxes for the fifth order partial differential
equation and obtain optimal error estimates by constructing energy equations. In Sect. 3,
the theoretical results are confirmed by numerical experiments, where the strong stability
preserving high order time discretization method [19] is used.

2 Error estimates of the LDG method
2.1 LDG scheme
In this paper, we consider the one-dimensional linear fifth order equation

ut + uxxxxx = 0, (x, t) ∈ [0, 2π ] × [0, T], (2.1a)

u(x, 0) = u0(x), (2.1b)

where u0(x) is a smooth function. For convenience, we take the periodic boundary condi-
tion u(0, t) = u(2π , t) into discussion.

2.1.1 The meshes
Let us denote the computational interval I = [0, 2π ], consisting of cells Ij = (xj– 1

2
, xj+ 1

2
) with

1 ≤ j ≤ N , where

0 = x 1
2

< x 3
2

< · · · < xN+ 1
2

= 2π .
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Then we define xj = (xj– 1
2

+ xj+ 1
2

)/2, hj = xj+ 1
2

– xj– 1
2

, and h = max hj. Use p–
j+ 1

2
and p+

j+ 1
2

to
denote the left and right limits of p at the discontinuity point xj+ 1

2
. In what follows, we

employ [p] = p+ – p– and {p} = (p++p–)
2 to represent the jump and the mean value of p at

each element boundary point. The following piecewise polynomial space is chosen as the
finite element space:

Vh ≡ V k
h =

{
v ∈ L2(I) : v|Ij ∈ Pk(Ij), j = 1, . . . , N

}
,

where Pk(Ij) denotes the set of polynomials of degree up to k ≥ 0 defined on cell Ij.

2.1.2 Function spaces and norms
For any integer l ≥ 0, the norms of the broken Sobolev spaces W l,p(Ih) = {u ∈ L2(I) : u|Ij ∈
W l,p(Ij), j = 1, . . . , N} with p = 2,∞ are given by

‖u‖W l,2(Ih) = ‖u‖Hl(Ih) =

( N∑

j=1

‖u‖2
Hl(Ij)

) 1
2

,

‖u‖W l,∞(Ih) = max
1≤j≤N

‖u‖W l,∞(Ij).

In the case of l = 0, we denote ‖u‖L2(I) = ‖u‖.

2.1.3 The semi-discrete LDG scheme
Next we introduce the semi-discrete LDG method of Eqs. (2.1a) and (2.1b). First, we use
some variables

q = ux, p = qx, r = px, s = rx

to transform Eq. (2.1a) into a first order linear system

ut + sx = 0, (2.2a)

s = rx, (2.2b)

r = px, (2.2c)

p = qx, (2.2d)

q = ux. (2.2e)

The LDG scheme is defined as follows: find uh, qh, ph, rh, sh ∈ V k
h such that ∀ρ, ξ ,φ,ψ ,ϕ ∈

V k
h , there holds

∫

Ij

(uh)tρ dx + ŝhρ
–|j+ 1

2
– ŝhρ

+|j– 1
2

–
∫

Ij

shρx dx = 0, (2.3a)

∫

Ij

shξ dx – r̂hξ
–|j+ 1

2
+ r̂hξ

+|j– 1
2

+
∫

Ij

rhξx dx = 0, (2.3b)

∫

Ij

rhφ dx – p̂hφ
–|j+ 1

2
+ p̂hφ

+|j– 1
2

+
∫

Ij

phφx dx = 0, (2.3c)
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∫

Ij

phψ dx – q̂hψ
–|j+ 1

2
+ q̂hψ

+|j– 1
2

+
∫

Ij

qhψx dx = 0, (2.3d)

∫

Ij

qhϕ dx – ûhϕ
–|j+ 1

2
+ ûhϕ

+|j– 1
2

+
∫

Ij

uhϕx dx = 0, (2.3e)

where ŝh, r̂h, p̂h, q̂h, ûh are numerical fluxes. Here we use the generalized numerical fluxes
related to parameter θ . We write θ̃ = 1 – θ and choose numerical fluxes at xj+ 1

2
, j = 0, . . . , N

as follows:

ûh = uθ
h = θu–

h + (1 – θ )u+
h ,

q̂h = qθ̃
h = θq+

h + (1 – θ )q–
h ,

p̂h = pθ
h = θp–

h + (1 – θ )p+
h ,

r̂h = rθ
h = θr–

h + (1 – θ )r+
h ,

ŝh = sθ̃
h = θs+

h + (1 – θ )s–
h ,

where θ > 1
2 . For the initial condition, we take uh(0) = Phu0. It holds that

‖u0 – Phu0‖L2(I) ≤ Chk+1‖u0‖W k+1,∞(I), (2.4)

where Ph is the L2 projection into V k
h .

We define 〈z, p〉 =
∫

I z · pdx. For simplicity, we would like to introduce the DG discrete
operator H(z, p, ẑ). That is,

H(z, p, ẑ) =
N∑

j=1

Hj(z, p, ẑ),

where for each cell Ij = (xj– 1
2

, xj+ 1
2

),

Hj(z, p, ẑ) =
∫

Ij

ẑpx dx – ẑp–|j+ 1
2

+ ẑp+|j– 1
2

. (2.5)

By simple calculations, we obtain the following lemma for a DG discrete operator.

Lemma 1

H
(
z, p, zθ

)
+ H

(
p, z, pθ̃

)
= 0, (2.6a)

H
(
z, p, zθ

)
+ H

(
p, z, pθ

)
= (1 – 2θ )

N∑

j=1

(
[z] · [p]

)
j+ 1

2
, (2.6b)

H
(
z, p, zθ̃

)
+ H

(
p, z, pθ̃

)
= (2θ – 1)

N∑

j=1

(
[z] · [p]

)
j+ 1

2
, (2.6c)

H
(
z, z, zθ

)
=

(
1
2

– θ

) N∑

j=1

(
[z]2)

j+ 1
2

, (2.6d)
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H
(
z, z, zθ̃

)
=

(
θ –

1
2

) N∑

j=1

(
[z]2)

j+ 1
2

. (2.6e)

2.1.4 The numerical initial condition
In this subsection, to derive optimal error estimates for the fifth order equation, we need
to obtain the optimal initial error estimates for all variables first [20]. We consider the
corresponding steady-state problem

u + uxxxxx = g(x)

satisfying periodic conditions and a source term g(x) = u0(x)+u0(x)(5) so that its exact solu-
tion is identically the initial condition of (2.1a)–(2.1b), u0(x). That is, find uh, sh, rh, ph, qh ∈
V k

h such that

∫

Ij

uhρ dx – Hj
(
sh,ρ, sθ̃

h
)

=
∫

Ij

gρ dx, (2.7a)

∫

Ij

shξ dx + Hj
(
rh, ξ , rθ

h
)

= 0, (2.7b)

∫

Ij

rhφ dx + Hj
(
ph,φ, pθ

h
)

= 0, (2.7c)

∫

Ij

phψ dx + Hj
(
qh,ψ , qθ̃

h
)

= 0, (2.7d)

∫

Ij

qhϕ dx + Hj
(
uh,ϕ, uθ

h
)

= 0, (2.7e)

hold for any ρ, ξ ,φ,ψ ,ϕ ∈ V k
h and j = 1, . . . , N .

Lemma 2 The numerical initial condition (2.7a)–(2.7e) is well defined. That is, LDG so-
lutions uh, sh, rh, ph, qh of (2.7a)–(2.7e) uniquely exist.

Proof Since (2.7a) is a linear system with a known right-hand side and sh, rh, ph, qh can be
expressed by uh, we can first prove the uniqueness of (uh, sh, rh, ph, qh), then, obviously, the
existence will follow. Assuming that (u1

h, s1
h, r1

h, p1
h, q1

h) and (u2
h, s2

h, r2
h, p2

h, q2
h) are two different

solutions of (2.7a)–(2.7e) and denoting gu = u1
h – u2

h, gs = s1
h – s2

h, gr = r1
h – r2

h , gp = p1
h – p2

h,
gq = q1

h – q2
h, we have

∫

Ij

guρ dx – Hj
(
gs,ρ, g θ̃

s
)

= 0, (2.8a)

∫

Ij

gsξ dx + Hj
(
gr , ξ , gθ

r
)

= 0, (2.8b)

∫

Ij

grφ dx + Hj
(
gp,φ, gθ

p
)

= 0, (2.8c)

∫

Ij

gpψ dx + Hj
(
gq,ψ , g θ̃

q
)

= 0, (2.8d)

∫

Ij

gqϕ dx + Hj
(
gu,ϕ, gθ

u
)

= 0. (2.8e)
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We take (ρ, ξ ,φ,ψ ,ϕ) = (gu, gq, –gp, gr , –gs) in (2.8a)–(2.8e). By Lemma 1 and direct calcu-
lation, we have

‖gu‖2 –
(

1
2

– θ

) N∑

j=1

(
[z]2)

j+ 1
2

= 0. (2.9)

Thus gu = 0 since θ > 1
2 . Then, substituting gu = 0 into (2.8e) and letting ϕ = gq, we have

gq = 0. Similarly, we have gp = gr = gs = 0, which implies that uh, sh, rh, ph, qh are unique.
This ends the proof of Lemma 2. �

2.1.5 The global Gauss–Radau projections
For the LDG scheme, using the generalized numerical fluxes, we need to construct a glob-
ally defined projection P∗

h . For u ∈ H1(I), the projection P∗
hu is defined as the element of

V k
h that satisfies

∫

Ij

P∗
hu(x)vh dx =

∫

Ij

u(x)vh dx, ∀vh ∈ Pk–1(Ij), (2.10a)

ˆP∗
hu = û, atxj+ 1

2
, j = 1, . . . , N , (2.10b)

with θ > 1
2 .

Lemma 3 Assume that u is sufficiently smooth and periodic. Then there exists unique P∗
h

satisfying conditions (2.10a) and (2.10b). Moreover, there holds the following property:

∥∥u – P∗
hu

∥∥
L2(I) ≤ Chk+1‖u‖W k+1,∞(I). (2.11)

Using the initial condition and the triangle inequality, we have

∥∥(
P∗

hu – uh
)
(·, 0)

∥∥
L2(I) ≤ Chk+1‖u‖W k+1,∞(I), (2.12)

where C = C(θ ) is independent of the mesh size h. The lemma has been proved in [15].

Lemma 4 Assuming that u0 ∈ W k+1,∞(Ih) and periodic, we have the following error esti-
mates:

‖u0 – uh‖ + ‖s0 – sh‖ + ‖r0 – rh‖ + ‖p0 – ph‖ + ‖q0 – qh‖ ≤ Chk+1, (2.13)

where q0 = u′
0, p0 = u′′

0 , r0 = u(3)
0 , s0 = u(4)

0 , and C is independent of h.

Proof In this part, we denote

eu = u0 – uh =
(
u0 – P∗

hu
)

+
(
P∗

hu – uh
)

= ηu + ēu,

eq = q0 – qh =
(
q0 – P∗

hq
)

+
(
P∗

hq – qh
)

= ηq + ēq,

ep = p0 – ph =
(
p0 – P∗

hp
)

+
(
P∗

hp – ph
)

= ηp + ēp,

er = r0 – rh =
(
r0 – P∗

hr
)

+
(
P∗

hr – rh
)

= ηr + ēr ,
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es = s0 – sh =
(
s0 – P∗

hs
)

+
(
P∗

hs – sh
)

= ηs + ēs.

Considering scheme (2.8a)–(2.8e) and summing over all j, we have the following equations:

∫

I
euρ dx – H

(
es,ρ, eθ̃

s
)

= 0,
∫

I
esξ dx + H

(
er , ξ , eθ

r
)

= 0,
∫

I
erφ dx + H

(
ep,φ, eθ

p
)

= 0,
∫

I
epψ dx + H

(
eq,ψ , eθ̃

q
)

= 0,
∫

I
eqϕ dx + H

(
eu,ϕ, eθ

u
)

= 0.

By the orthogonality, we have

∫

I
ēuρ dx – H

(
ēs,ρ, ēs

θ̃
)

= –
∫

I
ηuρ dx, (2.14a)

∫

I
ēsξ dx + H

(
ēr , ξ , ēr

θ
)

= –
∫

I
ηsξ dx, (2.14b)

∫

I
ērφ dx + H

(
ēp,φ, ēp

θ
)

= –
∫

I
ηrφ dx, (2.14c)

∫

I
ēpψ dx + H

(
ēq,ψ , ēq

θ̃
)

= –
∫

I
ηpψ dx, (2.14d)

∫

I
ēqϕ dx + H

(
ēu,ϕ, ēu

θ
)

= –
∫

I
ηqϕ dx, (2.14e)

that hold for any ρ, ξ ,φ,ψ ,ϕ ∈ V k
h . In what follows, we will prove the optimal initial error

estimates. Taking (ρ, ξ ) = (–ēr , ēs) in (2.14a)–(2.14b), summing the corresponding equa-
tions up, and using Lemma 1, we obtain the following equation:

∫

I
ēsēs dx –

∫

I
ēuēr dx = –

∫

I
ηsēs dx +

∫

I
ηuēr dx. (2.15a)

Taking (ψ ,φ) = (ēp, ēq), (ρ,ϕ) = (ēu, –ēs), (ϕ,ψ) = (ēq, ēu), (φ, ξ ) = (ēr , ēp) and (ξ ,φ) =
(–ēr , –ēp), by the same way, we have

∫

I
ēpēp dx +

∫

I
ēr ēq dx = –

∫

I
ηpēp dx –

∫

I
ηr ēq dx, (2.15b)

∫

I
ēuēu dx –

∫

I
ēqēs dx = –

∫

I
ηuēu dx +

∫

I
ηqēs dx, (2.15c)

∫

I
ēqēq dx +

∫

I
ēpēu dx = –

∫

I
ηqēq dx –

∫

I
ηpēu dx, (2.15d)

∫

I
ēr ēr dx + H

(
ēp, ēr , ēp

θ
)

+
∫

I
ēsēp dx + H

(
ēr , ēp, ēr

θ
)

= –
∫

I
ηrēr dx –

∫

I
ηsēp dx, (2.15e)
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–
∫

I
ēsēr dx – H

(
ēr , ēr , ēr

θ
)

–
∫

I
ēr ēp dx – H

(
ēp, ēp, ēp

θ
)

=
∫

I
ηsēr dx +

∫

I
ηr ēp dx. (2.15f)

Adding (2.15e) and (2.15f), we get

∫

I
ēr ēr dx +

∫

I
ēsēp dx –

∫

I
ēsēr dx –

∫

I
ēr ēp dx + 


= –
∫

I
ηrēr dx –

∫

I
ηsēp dx

∫

I
ηsēr dx +

∫

I
ηrēp dx, (2.16)

where


 = H
(
ēp, ēr , ēp

θ
)

+ H
(
ēr , ēp, ēr

θ
)

– H
(
ēr , ēr , ēr

θ
)

– H
(
ēp, ēp, ēp

θ
)
.

It is easy to find that 
 ≥ 0 by Lemma 1. Then, using Lemmas 1 and 3, the Cauchy–
Schwarz and Young’s inequalities to (2.15a)–(2.15d) and (2.16), we have

‖ēs‖2 ≤ Cu1‖ēu‖2 + Cr1‖ēr‖2 + Cs1‖ēs‖2 + Ch2k+2, (2.17a)

‖ēp‖2 ≤ Cp2‖ēp‖2 + Cr2‖ēr‖2 + Cq2‖ēq‖2 + Ch2k+2, (2.17b)

‖ēq‖2 ≤ Cu3‖ēu‖2 + Cq3‖ēq‖2 + Cp3‖ēp‖2 + Ch2k+2, (2.17c)

‖ēu‖2 ≤ Cu4‖ēu‖2 + Cq4‖ē4‖2 + Cs4‖ēs‖2 + Ch2k+2, (2.17d)

‖ēr‖2 ≤ Cp5‖ēp‖2 + Cr5‖ēr‖2 + Cs5‖ēs‖2 + Ch2k+2. (2.17e)

Furthermore, by adjusting the coefficients in (2.17a)–(2.17e) with Young’s inequality, we
have the estimate

‖s0 – sh‖2 + ‖r0 – rh‖2 + ‖p0 – ph‖2 + ‖q0 – qh‖2 ≤ ‖u0 – uh‖2 + Ch2k+2.

Hence we arrive at

‖s0 – sh‖ + ‖r0 – rh‖ + ‖p0 – ph‖ + ‖q0 – qh‖ ≤ ‖u0 – uh‖ + Chk+1. (2.17f)

We take (ρ, ξ ,φ,ψ ,ϕ) = (ēu, ēq, –ēp, ēr , –ēs) in (2.14a)–(2.14e). Through direct calculation,
from Lemma 1 we have

‖ēu‖2 –
(

1
2

– θ

) N∑

j=1

(
[ēp]2)

j+ 1
2

=
∫

I
ηpēp dx –

∫

I
ηuēu dx –

∫

I
ηqēq dx +

∫

I
ηsēs dx –

∫

I
ηrēr dx. (2.17g)

Substituting (2.17f) into (2.17g) and using Lemma 3, we finally get ‖ēu‖ ≤ Chk+1. This
completes the proof of Lemma 4. �
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2.2 Error estimates
In this subsection, we state the error estimate of the LDG method using the generalized
numerical fluxes. First, we define

eu = u – uh =
(
u – P∗

hu
)

+
(
P∗

hu – uh
)

= ηu + ēu,

eq = q – qh =
(
q – P∗

hq
)

+
(
P∗

hq – qh
)

= ηq + ēq,

ep = p – ph =
(
p – P∗

hp
)

+
(
P∗

hp – ph
)

= ηp + ēp,

er = r – rh =
(
r – P∗

hr
)

+
(
P∗

hr – rh
)

= ηr + ēr ,

es = s – sh =
(
s – P∗

hs
)

+
(
P∗

hs – sh
)

= ηs + ēs.

Then we have the following theorem.

Theorem 1 Assume that u, q, p, r, s are the exact solutions of system (2.2a)–(2.2e), and
for t ∈ [0, T], ‖u‖k+5, ‖ut‖k+5, ‖utt‖k+5 are bounded uniformly. We take the generalized
numerical fluxes and the finite element space V k

h , there holds the following L2-norm error
estimates:

‖eu‖ + ‖eq‖ + ‖ep‖ + ‖er‖ + ‖es‖ +
∥∥(eu)t

∥∥ ≤ Chk+1(t + 3), (2.18)

where C depends on θ , ‖u‖k+5, ‖ut‖k+5, and ‖utt‖k+5, but is independent of h.

Proof Using the DG discrete operator, the LDG scheme can be written as

∫

Ij

(uh)tρ dx – Hj
(
sh,ρ, sθ̃

h
)

= 0, (2.19a)

∫

Ij

shξ dx + Hj
(
rh, ξ , rθ

h
)

= 0, (2.19b)

∫

Ij

rhφ dx + Hj
(
ph,φ, pθ

h
)

= 0, (2.19c)

∫

Ij

phψ dx + Hj
(
qh,ψ , qθ̃

h
)

= 0, (2.19d)

∫

Ij

qhϕ dx + Hj
(
uh,ϕ, uθ

h
)

= 0. (2.19e)

Summing (2.19a)–(2.19e) over all j = 1, . . . , N , we obtain

∫

I
(uh)tρ dx – H

(
sh,ρ, sθ̃

h
)

= 0, (2.20a)
∫

I
shξ dx + H

(
rh, ξ , rθ

h
)

= 0, (2.20b)
∫

I
rhφ dx + H

(
ph,φ, pθ

h
)

= 0, (2.20c)
∫

I
phψ dx + H

(
qh,ψ , qθ̃

h
)

= 0, (2.20d)
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∫

I
qhϕ dx + H

(
uh,ϕ, uθ

h
)

= 0. (2.20e)

Thus, we get the following error equations:
∫

I
(eu)tρ dx – H

(
es,ρ, eθ̃

s
)

= 0, (2.21a)
∫

I
esξ dx + H

(
er , ξ , eθ

r
)

= 0, (2.21b)
∫

I
erφ dx + H

(
ep,φ, eθ

p
)

= 0, (2.21c)
∫

I
epψ dx + H

(
eq,ψ , eθ̃

q
)

= 0, (2.21d)
∫

I
eqϕ dx + H

(
eu,ϕ, eθ

u
)

= 0. (2.21e)

To prove the theorem, we need to establish six equations by repeatedly taking different ρ ,
ξ , φ, ψ , ϕ in Eqs. (2.21a)–(2.21e). The specific method is as follows.

The first equation:
Taking (ρ, ξ ,φ,ψ ,ϕ) = (ēu, ēq, –ēp, ēr , –ēs) in Eqs. (2.21a)–(2.21e) and summing over all

equations, we get

1
2

d
dt

‖ēu‖2 +
〈
(ηu)t , ēu

〉
+ 〈es, ēq〉 – 〈er , ēp〉

+ 〈ep, ēr〉 – 〈eq, ēs〉 – H
(
ēs, ēu, ēs

θ̄
)

– H
(
ēu, ēs, ēu

θ
)

+ H
(
ēr , ēq, ēr

θ
)

+ H
(
ēq, ēr , ēq

θ̄
)

– H
(
ēp, ēp, ēp

θ
)

= 0. (2.22)

Then, by Lemma 1, Eq. (2.22) is finally turned into

1
2

d
dt

‖ēu‖2 +
(

θ –
1
2

) N∑

j=1

[ēp]2

= –
〈
(ηu)t , ēu

〉
– 〈ηs, ēq〉 + 〈ηr , ēp〉 – 〈ηp, ēr〉 + 〈ηq, ēs〉. (2.23)

The second equation:
Taking the derivatives on both sides of (2.21a)–(2.21e) with respect to t and taking

(ρ, ξ ,φ,ψ ,ϕ) = ((ēu)t , (ēq)t , –(ēp)t , (ēr)t , –(ēs)t), we obtain

1
2

d
dt

∥∥(ēu)t
∥∥2 +

(
θ –

1
2

) N∑

j=1

[
(ēp)t

]2

= –
〈
(ηu)tt , (ēu)t

〉
–

〈
(ηs)t , (ēq)t

〉
+

〈
(ηr)t , (ēp)t

〉
–

〈
(ηp)t , (ēr)t

〉
+

〈
(ηq)t , (ēs)t

〉
. (2.24)

The third equation:
Substituting (ψ ,ϕ) = (ēu, ēq) into (2.21d) and (2.21e), we have

〈ηp, ēu〉 + 〈ēp, ēu〉 + 〈ηq, ēq〉 + 〈ēq, ēq〉
+ H

(
ēq, ēu, eθ̄

q
)

+ H
(
ēu, ēq, eθ

u
)

= 0.
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Using Lemma 1, we have

‖ēq‖2 = –〈ēp, ēu〉 – 〈ηq, ēq〉 – 〈ηp, ēu〉. (2.25)

The fourth equation:
Similar to the third equation, taking (φ,ψ) = (ēq, ēp) in (2.21c) and (2.21d), we get

‖ēp‖2 = –〈ēr , ēq〉 – 〈ηp, ēp〉 – 〈ηr , ēq〉. (2.26)

The fifth equation:
Substituting (ξ ,φ) = (ēp, ēr) into (2.21b) and (2.21c) yields that

〈ēs, ēp〉 + 〈ηs, ēp〉 + 〈ēr , ēr〉 + 〈ηr , ēr〉 + H
(
ēr , ēp, ēr

θ
)

+ H
(
ēp, ēr , ēp

θ
)

= 0.

Using Lemma 1, we obtain

‖ēr‖2 = (2θ – 1)
N∑

j=1

(
[ēp][ēr]

)
j+ 1

2
– 〈ēs, ēp〉 – 〈ηs, ēp〉 – 〈ηr , ēr〉. (2.27)

The sixth equation:
Finally, substituting (ρ, ξ ) = (ēr , –ēs) into (2.21a) and (2.21b), it is easy to see by Lemma 1

that

‖ēs‖2 = –〈ηs, ēs〉 +
〈
(ηu)t , ēr

〉
+

〈
(ēu)t , ēr

〉
. (2.28)

Now we have six equations. In what follows we need to find some appropriate coefficients,
and according to (2.25), (2.26), (2.27), and (2.28) we can infer the relationship among ‖ēu‖,
‖ēq‖, ‖ēp‖, ‖ēr‖, ‖ēs‖, ‖(ēu)t‖.

By multiplying some constants 19 × (2.25) + 3 × (2.26) + (2.27) + (2.28), we obtain

‖ēs‖2 + ‖ēr‖2 + 3‖ēp‖2 + 19‖ēq‖2

= (2θ – 1)
N∑

j=1

(
[ēp][ēr]

)
j+ 1

2

– 19〈ēp, ēu〉 – 3〈ēr , ēq〉 – 〈ēs, ēp〉 +
〈
(ēu)t , , ēr

〉

– 19〈ηq, ēq〉 – 19〈ηp, ēu〉 – 3〈ηp, ēp〉 – 3〈ηr , ēq〉
– 〈ηr , ēr〉 – 〈ηs, ēp〉 – 〈ηs, ēs〉 +

〈
(ηu)t , ēr

〉
. (2.29)

Furthermore, by Young’s inequality and Lemma 1, we have

(2θ – 1)
N∑

j=1

(
[ēp][ēr]

)
j+ 1

2
≤ 1

2

{

(2θ – 1)
N∑

j=1

[ēp]2
j+ 1

2
+ (2θ – 1)

N∑

j=1

[ēr]2
j+ 1

2

}

= 〈er , ēp〉 + 〈es, ēr〉
= 〈ēr , ēp〉 + 〈ēs, ēr〉 + 〈ηr , ēp〉 + 〈ηs, ēr〉. (2.30)
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Then, substituting (2.30) into (2.29), we obtain

‖ēs‖2 + ‖ēr‖2 + 3‖ēp‖2 + 19‖ēq‖2

≤ ∣∣〈ēr , ēp〉
∣∣ +

∣∣〈ēs, ēr〉
∣∣ + 19

∣∣〈ēp, ēu〉
∣∣ + 3

∣∣〈ēr , ēq〉
∣∣ +

∣∣〈ēs, ēp〉
∣∣

+
∣∣〈(ēu)t , ēr

〉∣∣ + 19
∣∣〈ηq, ēq〉

∣∣ + 19
∣∣〈ηp, ēu〉

∣∣ + 3
∣∣〈ηp, ēp〉

∣∣

+ 3
∣∣〈ηr , ēq〉

∣∣ +
∣∣〈ηr , ēr〉

∣∣ +
∣∣〈ηs, ēp〉

∣∣ +
∣∣〈ηs, ēs〉

∣∣

+
∣∣〈(ηu)t , ēr

〉∣∣ +
∣∣〈ηr , ēp〉

∣∣ +
∣∣〈ηs, ēr〉

∣∣. (2.31)

It follows from the Cauchy–Schwarz inequality and the properties of the projections that

‖ēs‖2 + ‖ēr‖2 + 3‖ēp‖2 + 19‖ēq‖2

≤ ‖ēr‖‖ēp‖ + ‖ēs‖‖ēr‖ + 19‖ēp‖‖ēu‖ + 3‖ēr‖‖ēq‖ + ‖ēs‖‖ēp‖
+

∥∥(ēu)t
∥∥‖ēr‖ + Chk+1(‖ēs‖ + ‖ēr‖ + ‖ēp‖ + ‖ēq‖ + ‖ēu‖

)
. (2.32)

Next, using Young’s inequality, we have

‖ēs‖2 + ‖ēr‖2 + 3‖ēp‖2 + 19‖ēq‖2

≤
(

1
4
‖ēr‖2 + ‖ēp‖2

)
+

(
1
2
‖ēs‖2 +

1
2
‖ēr‖2

)

+
(

1
8
‖ēr‖2 + 18‖ēq‖2

)
+

(
1
4
‖ēs‖2 + ‖ēp‖2

)

+
(

1
16

‖ēr‖2 + 4
∥∥(ēu)t

∥∥2
)

+
(

1
4
‖ēp‖2 + 361‖ēu‖2

)

+ Ch2k+2 +
(

1
8
‖ēs‖2 +

1
32

‖ēr‖2 +
1
4
‖ēp‖2 +

1
2
‖ēq‖2 + ‖ēu‖2

)
. (2.33)

After a very simple arrangement, we have

1
8
‖ēs‖2 +

1
32

‖ēr‖2 +
1
2
‖ēp‖2 +

1
2
‖ēq‖2

≤ Ch2k+2 + C
(‖ēu‖2 +

∥∥(ēu)t
∥∥2).

Using Young’s inequality for further simplification, we obtain

1
128

(‖ēs‖ + ‖ēr‖ + ‖ēp‖ + ‖ēq‖
)2

≤ Ch2k+2 + C
(‖ēu‖2 +

∥∥(ēu)t
∥∥2). (2.34)

That is,

‖ēs‖ + ‖ēr‖ + ‖ēp‖ + ‖ēq‖ ≤ Chk+1 + C
(‖ēu‖ +

∥∥(ēu)t
∥∥)

, (2.35)
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where the constant C depends on θ , ‖u‖k+5, and ‖ut‖k+5, but is independent of h. Next,
adding (2.23) and (2.24) to estimate ‖ēu‖ + ‖(ēu)t‖, we have

1
2

d
dt

‖ēu‖2 +
1
2

d
dt

∥∥(ēu)t
∥∥2 +

(
θ –

1
2

) N∑

j=1

[ēp]2
j+ 1

2
+

(
θ –

1
2

) N∑

j=1

[
(ēp)t

]2
j+ 1

2

= A + B. (2.36)

Here

A = 〈ηq, ēs〉 – 〈ηs, ēq〉 – 〈ηp, ēr〉 + 〈ηr , ēp〉 –
〈
(ηu)t , ēu

〉
–

〈
(ηu)tt , (ēu)t

〉
(2.37)

and

B =
〈
(ηq)t , (ēs)t

〉
–

〈
(ηs)t , (ēq)t

〉
–

〈
(ηp)t , (ēr)t

〉
+

〈
(ηr)t , (ēp)t

〉
(2.38)

denote the right-hand sides of (2.23) and (2.24), respectively. For A, by using the Cauchy–
Schwarz and Young’s inequalities, we obtain

A ≤ Chk+1(‖ēr‖ + ‖ēp‖ + ‖ēs‖ + ‖ēq‖ + ‖ēu‖ +
∥∥(ēu)t

∥∥)
.

Then, combining the above inequality with (2.35), we arrive at

A ≤ Ch2k+2 + Chk+1(‖ēu‖ +
∥∥(ēu)t

∥∥)
, (2.39)

where C depends on θ , ‖u‖k+5, ‖ut‖k+5, and ‖utt‖k+5, but is independent of h.
In order to estimate B, we need to handle the four integrations in B, respectively. In

fact, the processing technique for each integration is similar, so we take the first term
〈(ηq)t , (ēs)t〉 as an example. First, we integrate 〈(ηq)t , (ēs)t〉 with respect to time between 0
and t, then exchange integral sequence and get the integration by parts

∫ t

0

∫

I
(ηq)t(ēs)t dx dt =

∫

I

∫ t

0
(ηq)t(ēs)t dt dx

=
∫

I

[
(ηq)t ēs –

(
(ηq)t ēs

)
(·, 0)

]
dx –

∫ t

0

∫

I
(ηq)tt ēs dx dt. (2.40)

Similarly, doing the same calculations for each integration of B and integrating B with
respect to t, we obtain

∫ t

0
B dt =

∫

I

[
(ηq)t ēs –

(
(ηq)t ēs

)
(·, 0)

]
dx –

∫ t

0

∫

I
(ηq)tt ēs dx dt

–
∫

I

[
(ηs)t ēq –

(
(ηs)t ēq

)
(·, 0)

]
dx –

∫ t

0

∫

I
(ηs)tt ēq dx dt

–
∫

I

[
(ηp)t ēr –

(
(ηp)t ēr

)
(·, 0)

]
dx –

∫ t

0

∫

I
(ηp)tt ēr dx dt

+
∫

I

[
(ηr)t ēp –

(
(ηr)t ēp

)
(·, 0)

]
dx –

∫ t

0

∫

I
(ηr)tt ēp dx dt. (2.41)
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By using the Cauchy–Schwarz inequality, Young’s inequality, and the properties of projec-
tions from Lemma 4, we have

∫ t

0
B dt ≤ Chk+1(‖ēs‖ + ‖ēq‖ + ‖ēr‖ + ‖ēp‖

)
+ Ch2k+2

+ Chk+1
∫ t

0

(‖ēs‖ + ‖ēq‖ + ‖ēr‖ + ‖ēp‖
)

dt. (2.42)

Furthermore, it follows from (2.35) and Young’s inequality that

∫ t

0
B dt ≤ Ch2k+2 + Chk+1

∫ t

0

(‖ēu‖ +
∥∥(ēu)t

∥∥)
dt

+
1
4
(‖ēu‖2 +

∥∥(ēu)t
∥∥2). (2.43)

Now, integrating both sides of equality (2.36) with respect to t, and combining inequalities
(2.39) and (2.43), we obtain

1
2
‖ēu‖2 +

1
2
∥∥(ēu)t

∥∥2 +
∫ t

0

(
θ –

1
2

) N∑

j=1

[ēp]2
j+ 1

2
dt

+
∫ t

0

(
θ –

1
2

) N∑

j=1

[
(ēp)t

]2
j+ 1

2
dt

≤ Ch2k+2 +
1
4
(‖ēu‖2 +

∥∥(ēu)t
∥∥2)

+ Chk+1
∫ t

0

(‖ēu‖ +
∥∥(ēu)t

∥∥)
dt. (2.44)

Thus, we have

(‖ēu‖ +
∥
∥(ēu)t

∥∥)2 ≤ Ch2k+2 + Chk+1
∫ t

0

(‖ēu‖ +
∥
∥(ēu)t

∥∥)
dt. (2.45)

We denote

A(t) = ‖ēu‖ +
∥∥(ēu)t

∥∥,

E(t) = Ch2k+2 + Chk+1
∫ t

0

(‖ēu‖ +
∥∥(ēu)t

∥∥)
dt.

By (2.37) we have

A(t) ≤ √
E(t). (2.46)

Note that

d
dt

E(t) = Chk+1A(t) ≤ Chk+1
√

E(t) (2.47)
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and

d
dt

E(t) = 2
√

E(t)
d
dt

√
E(t). (2.48)

Combining (2.39) with (2.48), we have

d
dt

√
E(t) ≤ Chk+1. (2.49)

Integrating inequality (2.41) with respect to t, we have

√
E(t) ≤ √

E(0) + Chk+1t ≤ Chk+1(t + 1). (2.50)

Combining (2.50) with (2.46), we get

‖ēu‖ +
∥∥(ēu)t

∥∥ ≤ Chk+1(t + 1). (2.51)

Therefore, from (2.35) and (2.51) we have

‖ēs‖ + ‖ēr‖ + ‖ēp‖ + ‖ēq‖ + ‖ēu‖ +
∥∥(ēu)t

∥∥ ≤ Chk+1(t + 2), (2.52)

where C depends on θ , ‖u‖k+5, ‖ut‖k+5, and ‖utt‖k+5, but is independent of h. Finally, com-
bining inequality (2.44), Lemma 2, and the triangle inequality, we conclude that

‖eu‖ + ‖eq‖ + ‖ep‖ + ‖er‖ + ‖es‖ +
∥∥(eu)t

∥∥ ≤ Chk+1(t + 3), (2.53)

and we prove the theorem. �

3 Numerical experiments
In this subsection, we present some numerical experiments to validate the error estimates
of the LDG method based on generalized numerical fluxes. We adopt Pk elements on the
nonuniform mesh, which is 10% random perturbation coordinates of the uniform mesh,
with N = 10, 20, 40.

Example 3.1 In this example, consider the fifth order equation

⎧
⎨

⎩
ut + uxxxxx = 0,

u(x, 0) = u0(x) = sin x.

The exact solution of the equation is u(x, t) = sin(x – t). The L2 error estimates and the
corresponding convergence rates are listed in the following tables. To reduce time errors,
we use the third order implicit Runge–Kutta method, taking t = 0.1h2 at k = 0, 1 and
t = 0.01h2 at k = 2, computing until T = 1 and T = 2.

From Tables 1 and 2 we observe that the errors achieve the desired (k + 1) order ac-
curacy for different θ when T = 1 and T = 2, which demonstrates the sharpness of error
estimates in Theorem 1. Moreover, since the iterative matrix of fifth order equation has
strong rigidity, which will cost too much computing time, so we will focus on studying a
more appropriate implicit Runge–Kutta LDG method in the future work.
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Table 1 The L2-norm error estimates at T = 1

k = 0 θ = 0.8 θ = 1 θ = 1.2 θ = 1.5

error order error order error order error order

N = 10 1.63E–01 – 1.54E–01 – 1.50E–01 – 1.89E–01 –
N = 20 7.27E–02 1.16 7.20E–02 1.10 7.19E–02 1.06 7.7E–02 1.29
N = 40 3.38E–02 1.10 3.45E–02 1.06 3.57E–02 1.01 3.86E–02 1.00
N = 80 1.62E–02 1.06 1.69E–02 1.03 1.78E–02 1.00 1.97E–02 0.97

k = 1 θ = 0.8 θ = 1 θ = 1.2 θ = 1.5

error order error order error order error order

N = 10 6.42E–02 – 7.28E–02 – 4.76E–02 – 9.59E–02 –
N = 20 1.65E–02 1.96 1.69E–02 2.11 1.38E–02 1.80 2.40E–02 2.00
N = 40 4.08E–03 2.02 4.19E–03 2.01 3.29E–03 2.07 6.30E–03 1.93
N = 80 1.05E–03 1.96 1.20E–03 1.80 9.1E–04 1.85 1.89E–03 1.74

k = 2 θ = 0.8 θ = 1 θ = 1.2 θ = 1.5

error order error order error order error order

N = 10 1.73E–03 – 2.37E–03 – 2.84E–03 – 6.49E–03 –
N = 20 2.58E–04 2.75 2.91E–04 3.03 3.82E–04 2.89 8.09E–04 3.00
N = 40 3.47E–05 2.89 3.51E–05 3.05 5.16E–05 2.88 9.09E–05 3.15

Table 2 The L2-norm error estimates at T = 2

k = 0 θ = 0.8 θ = 1 θ = 1.2 θ = 1.5

error order error order error order error order

N = 10 2.09E–01 – 1.98E–01 – 2.08E–01 – 3.29E–01 –
N = 20 2.88E–02 1.23 9.16E–02 1.06 9.94E–02 1.07 1.28E–01 1.36
N = 40 3.95E–02 1.17 4.35E–02 1.07 4.92E–02 1.01 6.11E–02 1.07
N = 80 1.84E–02 1.10 2.11E–02 1.04 2.45E–02 1.01 3.08E–02 0.99

k = 1 θ = 0.8 θ = 1 θ = 1.2 θ = 1.5

error order error order error order error order

N = 10 1.62E–02 – 5.41E–02 – 8.83E–02 – 4.58E–02 –
N = 20 4.33E–03 1.90 1.21E–02 2.16 2.51E–02 1.81 1.34E–02 1.77
N = 40 1.18E–03 1.88 2.81E–03 2.11 7.32E–03 1.78 4.17E–03 1.70
N = 80 3.03E–04 1.96 7.03E–04 2.00 1.93E–03 1.92 1.36E–03 1.61

k = 2 θ = 0.8 θ = 1 θ = 1.2 θ = 1.5

error order error order error order error order

N = 10 3.57E–03 – 4.90E–03 – 5.25E–03 – 6.70E–03 –
N = 20 4.76E–04 2.91 6.12E–04 3.00 6.97E–04 2.91 8.34E–04 3.01
N = 40 6.57E–05 2.86 7.96E–05 3.01 9.30E–05 2.90 8.96E–05 3.22

Example 3.2 In this example, consider the fifth order nonlinear equation

⎧
⎨

⎩
ut + (u2)xx + uxxxxx = 0,

u(x, 0) = u0(x) = sin x.

For this nonlinear equation, we choose the generalized local Lax–Friedrichs (GLLF) flux

f̂ (a, b) =
(

1
2

+ θ

)
f (a) +

(
1
2

– θ

)
f (b) – λα(b – a),α = max

u∈[a,b]

∣∣f ′(u)
∣∣. (3.1)

The time step is taken as t = 5 × 10–7h4. Table 3 lists the L∞ errors and orders for
Example 3.2, from which we observe that the error estimates achieve the expected (k +1)th
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Table 3 The L∞ error estimates at T = 0.001

k = 0 λ = 0.25 λ = 0.5 λ = 0.5 λ = 0.5
θ = 0 θ = 0.25 θ = –0.25 θ = 0

error order error order error order error order

N = 10 6.03E–04 – 1.30E–03 – 1.02E–03 – 9.64E–04 –
N = 20 2.60E–04 1.21 6.98E–04 0.90 5.37E–04 0.93 4.78E–04 1.01
N = 40 1.21E–04 1.10 3.52E–04 0.99 2.73E–04 0.98 2.36E–04 1.02

k = 1 λ = 0.25 λ = 0.5 λ = 0.5 λ = 0.5
θ = 0 θ = 0.25 θ = –0.25 θ = 0

error order error order error order error order

N = 10 1.67E–02 – 1.68E–02 – 1.68E–02 – 1.68E–02 –
N = 20 4.15E–03 2.01 4.15E–03 2.11 4.15E–03 2.01 4.15E–03 2.01
N = 40 1.03E–03 2.01 1.03E–03 2.01 1.03E–03 2.01 1.03E–03 2.01

k = 2 λ = 0.25 λ = 0.5 λ = 0.5 λ = 0.5
θ = 0 θ = 0.25 θ = –0.25 θ = 0

error order error order error order error order

N = 10 9.72E–04 – 9.65E–04 – 9.72E–04 – 9.68E–04 –
N = 20 1.27E–04 2.93 1.27E–04 2.93 1.27E–04 2.93 1.27E–04 2.93
N = 40 1.61E–05 2.98 1.61E–05 2.98 1.61E–05 2.98 1.61E–05 2.98

Table 4 The L∞ error estimates when T = 0.001 and ε = 1

k = 0 λ = 0.5 λ = 0.5
θ = 0 θ = 0.25

error order error order

N = 10 1.66E–03 – 1.94E–03 –
N = 20 6.00E–04 1.46 9.50E–04 1.03
N = 40 2.20E–04 1.44 4.71E–04 1.01

k = 1 λ = 0.5 λ = 0.5
θ = 0 θ = 0.25

error order error order

N = 10 1.68E–02 – 1.69E–02 –
N = 20 4.17E–03 2.01 4.20E–03 2.01
N = 40 1.03E–03 2.01 1.04E–03 2.02

k = 2 λ = 0.5 λ = 0.5
θ = 0 θ = 0.25

error order error order

N = 10 1.12E–03 – 1.12E–03 –
N = 20 1.37E–04 3.03 1.37E–04 3.03
N = 40 1.69E–05 3.02 1.69E–05 3.02

order of accuracy for different θ and λ when T = 0.001. In addition, (k + 1
2 ) convergence

orders are also observed for the L2 norm, which are omitted to save space. For different
parameters θ and λ, Fig. 1(a) shows the time growth of L2-norm errors when N = 10.

Example 3.3 In this example, consider the fifth order nonlinear equation

⎧
⎨

⎩
ut + ε(uxx)2

xxx = 0,

u(x, 0) = u0(x) = sin x.
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Figure 1 Time history of the L∞ error of the numerical solution

For this nonlinear equation, we still use the generalized local Lax–Friedrichs (GLLF)
flux in (3.1). The time step is also taken as t = 5 × 10–7h4. Table 4 lists the L∞ errors
and orders for Example 3.3, from which we again observe the (k + 1)th order of accuracy
for different θ and λ when T = 0.001 and ε = 1. In addition, we also observe that the L2

errors can reach (k + 1
2 ) order for the nonlinear problem, which are omitted to save space.

Figure 1(b) shows the time growth with different ε, when N = 10, λ = 0.5, and θ = 0.25.
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