# Optimal error estimates of the local discontinuous Galerkin methods based on generalized fluxes for 1D linear fifth order partial differential equations 

Hui Bi ${ }^{1 *}$ (D) and Yixin Chen ${ }^{1}$

Correspondence:
bi_hui2002@aliyun.com
${ }^{1}$ Department of Mathematics, Harbin University of Science and Technology, Xuefu Road, 150080 Harbin, China


#### Abstract

In this paper, we study the error estimates of local discontinuous Galerkin methods based on the generalized numerical fluxes for the one-dimensional linear fifth order partial differential equations. We use a newly developed global Gauss-Radau projection to obtain the linear type of optimal error estimates. The numerical experiments show that the scheme coupled with the third order implicit Runge-Kutta method can achieve the optimal ( $k+1$ )th order of accuracy.


Keywords: Local discontinuous Galerkin methods; Fifth order partial differential equations; Global Gauss-Radau projection; Error estimates

## 1 Introduction

The discontinuous Galerkin (DG) method was first proposed by Reed and Hill [1] to solve neutron problems in 1973. Then, motivated by the success of Bassi and Rebay [2] for the compressible Navier-Stokes equations, Cockburn and Shu [3] designed the local discontinuous Galerkin (LDG) method for solving nonlinear equations with higher order spatial derivatives. The main idea of the LDG method is to transform higher order partial differential equations into an equivalent first order system by introducing auxiliary variables such that the Runge-Kutta discontinuous Galerkin (RKDG) method [4] can be used, so the LDG method shares many advantages of the DG schemes.
In the past twenty years, the LDG method has been widely studied in various frameworks. In [5], the LDG scheme with alternating numerical flux was applied to the linear convection-diffusion problem, and the optimal $(k+1)$ th order of accuracy was obtained by virtue of local Gauss-Radau projections. In [6] and [7], Cockburn et al. studied the minimal dissipation local discontinuous Galerkin method and proved that the hp-version estimates of convection-diffusion equations can reach the optimal convergence order. Meanwhile, Cockburn et al. also analyzed the LDG method for Stokes system in [8] and then proposed a new LDG technique for incompressible stationary Navier-Stokes equations.

[^0]For partial differential equations with higher order spatial derivatives, note that the spatial discrete operator of the LDG method is usually rigid. If explicit time discretization is used, then smaller time steps must be required to ensure the stability of the scheme, which will cost more computing time. Zhang and Shu [9] improved the low precision problems of second order time discretization, proved the $L^{2}$-norm stability for scalar linear conservation laws, and obtained a priori error estimates of the third order TVD Runge-Kutta LDG method. Wang and Shu [10] presented the optimal error estimates for solving onedimensional linear convection-diffusion equations in both space and time for the third order implicit-explicit Runge-Kutta time-marching coupled with LDG spatial discretization. In 2016, Wang and Shu [11, 12] further extended this result to the one-dimensional and two-dimensional nonlinear convection-diffusion equations. For more applications on implicit and explicit time-discrete method, one can refer to [13].
It is worth pointing out that when the LDG method is used, it is very important to design an appropriate numerical flux to ensure the stability of the scheme [14]. The error estimates can only reach $k+\frac{1}{2}$ order if we choose central fluxes for odd order polynomials [2]. But the numerical experiments show that the error estimates can easily reach $k+1$ order when the alternating fluxes are used. In recent years, Meng and Shu [15] put forward more comprehensive theories of the upwind-biased fluxes and proved the optimal $k+1$ order error estimates of the semi-discrete and fully discrete scheme for linear hyperbolic conservation equations. Li and Meng [16] analyzed the discontinuous Galerkin method based on upwind-biased numerical fluxes for one-dimensional linear hyperbolic equations with degenerate variable coefficients. For higher order partial differential equations, Meng extended the upwind-biased fluxes to the generalized alternating fluxes in [17]. Moreover, Meng, Liu, and Zhang investigated that local discontinuous Galerkin methods with generalized alternating fluxes for one-dimensional linear convection-diffusion equations can superconverge to order $2 k+1$ in [18].
The main content of this paper is as follows. In Sect. 2, we introduce the semi-discrete scheme based on the generalized numerical fluxes for the fifth order partial differential equation and obtain optimal error estimates by constructing energy equations. In Sect. 3, the theoretical results are confirmed by numerical experiments, where the strong stability preserving high order time discretization method [19] is used.

## 2 Error estimates of the LDG method

### 2.1 LDG scheme

In this paper, we consider the one-dimensional linear fifth order equation

$$
\begin{align*}
& u_{t}+u_{x x x x x}=0, \quad(x, t) \in[0,2 \pi] \times[0, T],  \tag{2.1a}\\
& u(x, 0)=u_{0}(x), \tag{2.1b}
\end{align*}
$$

where $u_{0}(x)$ is a smooth function. For convenience, we take the periodic boundary condition $u(0, t)=u(2 \pi, t)$ into discussion.

### 2.1.1 The meshes

Let us denote the computational interval $I=[0,2 \pi]$, consisting of cells $I_{j}=\left(x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right)$ with $1 \leq j \leq N$, where

$$
0=x_{\frac{1}{2}}<x_{\frac{3}{2}}<\cdots<x_{N+\frac{1}{2}}=2 \pi .
$$

Then we define $x_{j}=\left(x_{j-\frac{1}{2}}+x_{j+\frac{1}{2}}\right) / 2, h_{j}=x_{j+\frac{1}{2}}-x_{j-\frac{1}{2}}$, and $h=\max h_{j}$. Use $p_{j+\frac{1}{2}}^{-}$and $p_{j+\frac{1}{2}}^{+}$to denote the left and right limits of $p$ at the discontinuity point $x_{j+\frac{1}{2}}$. In what follows, we employ $[p]=p^{+}-p^{-}$and $\{p\}=\frac{\left(p^{+}+p^{-}\right)}{2}$ to represent the jump and the mean value of $p$ at each element boundary point. The following piecewise polynomial space is chosen as the finite element space:

$$
V_{h} \equiv V_{h}^{k}=\left\{v \in L^{2}(I):\left.v\right|_{I_{j}} \in P^{k}\left(I_{j}\right), j=1, \ldots, N\right\}
$$

where $P^{k}\left(I_{j}\right)$ denotes the set of polynomials of degree up to $k \geq 0$ defined on cell $I_{j}$.

### 2.1.2 Function spaces and norms

For any integer $l \geq 0$, the norms of the broken Sobolev spaces $W^{l, p}\left(I_{h}\right)=\left\{u \in L^{2}(I):\left.u\right|_{I_{j}} \in\right.$ $\left.W^{l, p}\left(I_{j}\right), j=1, \ldots, N\right\}$ with $p=2, \infty$ are given by

$$
\begin{aligned}
& \|u\|_{W^{l, 2}\left(I_{h}\right)}=\|u\|_{H^{l}\left(I_{h}\right)}=\left(\sum_{j=1}^{N}\|u\|_{H^{l}\left(I_{j}\right)}^{2}\right)^{\frac{1}{2}}, \\
& \|u\|_{W^{l}, \infty\left(I_{h}\right)}=\max _{1 \leq j \leq N}\|u\|_{W^{l}, \infty\left(I_{j}\right)} .
\end{aligned}
$$

In the case of $l=0$, we denote $\|u\|_{L^{2}(I)}=\|u\|$.

### 2.1.3 The semi-discrete LDG scheme

Next we introduce the semi-discrete LDG method of Eqs. (2.1a) and (2.1b). First, we use some variables

$$
q=u_{x}, \quad p=q_{x}, \quad r=p_{x}, \quad s=r_{x}
$$

to transform Eq. (2.1a) into a first order linear system

$$
\begin{align*}
& u_{t}+s_{x}=0,  \tag{2.2a}\\
& s=r_{x},  \tag{2.2b}\\
& r=p_{x},  \tag{2.2c}\\
& p=q_{x},  \tag{2.2d}\\
& q=u_{x} . \tag{2.2e}
\end{align*}
$$

The LDG scheme is defined as follows: find $u_{h}, q_{h}, p_{h}, r_{h}, s_{h} \in V_{h}^{k}$ such that $\forall \rho, \xi, \phi, \psi, \varphi \in$ $V_{h}^{k}$, there holds

$$
\begin{align*}
& \int_{I_{j}}\left(u_{h}\right)_{t} \rho d x+\left.\hat{s_{h}} \rho^{-}\right|_{j+\frac{1}{2}}-\left.\hat{s_{h}} \rho^{+}\right|_{j-\frac{1}{2}}-\int_{I_{j}} s_{h} \rho_{x} d x=0,  \tag{2.3a}\\
& \int_{I_{j}} s_{h} \xi d x-\left.\hat{r_{h}} \xi^{-}\right|_{j+\frac{1}{2}}+\left.\hat{r_{h}} \xi^{+}\right|_{j-\frac{1}{2}}+\int_{I_{j}} r_{h} \xi_{x} d x=0  \tag{2.3b}\\
& \int_{I_{j}} r_{h} \phi d x-\left.\hat{p_{h}} \phi^{-}\right|_{j+\frac{1}{2}}+\left.\hat{p_{h}} \phi^{+}\right|_{j-\frac{1}{2}}+\int_{I_{j}} p_{h} \phi_{x} d x=0, \tag{2.3c}
\end{align*}
$$

$$
\begin{align*}
& \int_{I_{j}} p_{h} \psi d x-\left.\hat{q_{h}} \psi^{-}\right|_{j+\frac{1}{2}}+\left.\hat{q_{h}} \psi^{+}\right|_{j-\frac{1}{2}}+\int_{I_{j}} q_{h} \psi_{x} d x=0  \tag{2.3d}\\
& \int_{I_{j}} q_{h} \varphi d x-\left.\hat{u_{h}} \varphi^{-}\right|_{j+\frac{1}{2}}+\left.\hat{u_{h}} \varphi^{+}\right|_{j-\frac{1}{2}}+\int_{I_{j}} u_{h} \varphi_{x} d x=0 \tag{2.3e}
\end{align*}
$$

where $\hat{s_{h}}, \hat{r_{h}}, \hat{p_{h}}, \hat{q_{h}}, \hat{u_{h}}$ are numerical fluxes. Here we use the generalized numerical fluxes related to parameter $\theta$. We write $\tilde{\theta}=1-\theta$ and choose numerical fluxes at $x_{j+\frac{1}{2}}, j=0, \ldots, N$ as follows:

$$
\begin{aligned}
& \hat{u_{h}}=u_{h}^{\theta}=\theta u_{h}^{-}+(1-\theta) u_{h}^{+}, \\
& \hat{q_{h}}=q_{h}^{\tilde{\theta}}=\theta q_{h}^{+}+(1-\theta) q_{h}^{-}, \\
& \hat{p_{h}}=p_{h}^{\theta}=\theta p_{h}^{-}+(1-\theta) p_{h}^{+}, \\
& \hat{r_{h}}=r_{h}^{\theta}=\theta r_{h}^{-}+(1-\theta) r_{h}^{+}, \\
& \hat{s_{h}}=s_{h}^{\tilde{\theta}}=\theta s_{h}^{+}+(1-\theta) s_{h}^{-},
\end{aligned}
$$

where $\theta>\frac{1}{2}$. For the initial condition, we take $u_{h}(0)=P_{h} u_{0}$. It holds that

$$
\begin{equation*}
\left\|u_{0}-P_{h} u_{0}\right\|_{L^{2}(I)} \leq C h^{k+1}\left\|u_{0}\right\|_{W^{k+1, \infty(I)}} \tag{2.4}
\end{equation*}
$$

where $P_{h}$ is the $L^{2}$ projection into $V_{h}^{k}$.
We define $\langle z, p\rangle=\int_{I} z \cdot p d x$. For simplicity, we would like to introduce the DG discrete operator $H(z, p, \hat{z})$. That is,

$$
H(z, p, \hat{z})=\sum_{j=1}^{N} H_{j}(z, p, \hat{z}),
$$

where for each cell $I_{j}=\left(x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right)$,

$$
\begin{equation*}
H_{j}(z, p, \hat{z})=\int_{I_{j}} \hat{z} p_{x} d x-\left.\hat{z} p^{-}\right|_{j+\frac{1}{2}}+\left.\hat{z} p^{+}\right|_{j-\frac{1}{2}} \tag{2.5}
\end{equation*}
$$

By simple calculations, we obtain the following lemma for a DG discrete operator.

## Lemma 1

$$
\begin{align*}
& H\left(z, p, z^{\theta}\right)+H\left(p, z, p^{\tilde{\theta}}\right)=0  \tag{2.6a}\\
& H\left(z, p, z^{\theta}\right)+H\left(p, z, p^{\theta}\right)=(1-2 \theta) \sum_{j=1}^{N}([z] \cdot[p])_{j+\frac{1}{2}}  \tag{2.6b}\\
& H\left(z, p, z^{\tilde{\theta}}\right)+H\left(p, z, p^{\tilde{\theta}}\right)=(2 \theta-1) \sum_{j=1}^{N}([z] \cdot[p])_{j+\frac{1}{2}}  \tag{2.6c}\\
& H\left(z, z, z^{\theta}\right)=\left(\frac{1}{2}-\theta\right) \sum_{j=1}^{N}\left([z]^{2}\right)_{j+\frac{1}{2}} \tag{2.6d}
\end{align*}
$$

$$
\begin{equation*}
H\left(z, z, z^{\tilde{\theta}}\right)=\left(\theta-\frac{1}{2}\right) \sum_{j=1}^{N}\left([z]^{2}\right)_{j+\frac{1}{2}} . \tag{2.6e}
\end{equation*}
$$

### 2.1.4 The numerical initial condition

In this subsection, to derive optimal error estimates for the fifth order equation, we need to obtain the optimal initial error estimates for all variables first [20]. We consider the corresponding steady-state problem

$$
u+u_{x x x x x}=g(x)
$$

satisfying periodic conditions and a source term $g(x)=u_{0}(x)+u_{0}(x)^{(5)}$ so that its exact solution is identically the initial condition of (2.1a)-(2.1b), $u_{0}(x)$. That is, find $u_{h}, s_{h}, r_{h}, p_{h}, q_{h} \in$ $V_{h}^{k}$ such that

$$
\begin{align*}
& \int_{I_{j}} u_{h} \rho d x-H_{j}\left(s_{h}, \rho, s_{h}^{\tilde{\theta}}\right)=\int_{I_{j}} g \rho d x,  \tag{2.7a}\\
& \int_{I_{j}} s_{h} \xi d x+H_{j}\left(r_{h}, \xi, r_{h}^{\theta}\right)=0,  \tag{2.7b}\\
& \int_{I_{j}} r_{h} \phi d x+H_{j}\left(p_{h}, \phi, p_{h}^{\theta}\right)=0,  \tag{2.7c}\\
& \int_{I_{j}} p_{h} \psi d x+H_{j}\left(q_{h}, \psi, q_{h}^{\tilde{\theta}}\right)=0,  \tag{2.7d}\\
& \int_{I_{j}} q_{h} \varphi d x+H_{j}\left(u_{h}, \varphi, u_{h}^{\theta}\right)=0, \tag{2.7e}
\end{align*}
$$

hold for any $\rho, \xi, \phi, \psi, \varphi \in V_{h}^{k}$ and $j=1, \ldots, N$.
Lemma 2 The numerical initial condition (2.7a)-(2.7e) is well defined. That is, LDG solutions $u_{h}, s_{h}, r_{h}, p_{h}, q_{h}$ of (2.7a)-(2.7e) uniquely exist.

Proof Since (2.7a) is a linear system with a known right-hand side and $s_{h}, r_{h}, p_{h}, q_{h}$ can be expressed by $u_{h}$, we can first prove the uniqueness of ( $u_{h}, s_{h}, r_{h}, p_{h}, q_{h}$ ), then, obviously, the existence will follow. Assuming that $\left(u_{h}^{1}, s_{h}^{1}, r_{h}^{1}, p_{h}^{1}, q_{h}^{1}\right)$ and $\left(u_{h}^{2}, s_{h}^{2}, r_{h}^{2}, p_{h}^{2}, q_{h}^{2}\right)$ are two different solutions of (2.7a)-(2.7e) and denoting $g_{u}=u_{h}^{1}-u_{h}^{2}, g_{s}=s_{h}^{1}-s_{h}^{2}, g_{r}=r_{h}^{1}-r_{h}^{2}, g_{p}=p_{h}^{1}-p_{h}^{2}$, $g_{q}=q_{h}^{1}-q_{h}^{2}$, we have

$$
\begin{align*}
& \int_{I_{j}} g_{u} \rho d x-H_{j}\left(g_{s}, \rho, g_{s}^{\tilde{\theta}}\right)=0  \tag{2.8a}\\
& \int_{I_{j}} g_{s} \xi d x+H_{j}\left(g_{r}, \xi, g_{r}^{\theta}\right)=0  \tag{2.8b}\\
& \int_{I_{j}} g_{r} \phi d x+H_{j}\left(g_{p}, \phi, g_{p}^{\theta}\right)=0  \tag{2.8c}\\
& \int_{I_{j}} g_{p} \psi d x+H_{j}\left(g_{q}, \psi, g_{q}^{\tilde{\theta}}\right)=0  \tag{2.8d}\\
& \int_{I_{j}} g_{q} \varphi d x+H_{j}\left(g_{u}, \varphi, g_{u}^{\theta}\right)=0 \tag{2.8e}
\end{align*}
$$

We take $(\rho, \xi, \phi, \psi, \varphi)=\left(g_{u}, g_{q},-g_{p}, g_{r},-g_{s}\right)$ in (2.8a)-(2.8e). By Lemma 1 and direct calculation, we have

$$
\begin{equation*}
\left\|g_{u}\right\|^{2}-\left(\frac{1}{2}-\theta\right) \sum_{j=1}^{N}\left([z]^{2}\right)_{j+\frac{1}{2}}=0 \tag{2.9}
\end{equation*}
$$

Thus $g_{u}=0$ since $\theta>\frac{1}{2}$. Then, substituting $g_{u}=0$ into (2.8e) and letting $\varphi=g_{q}$, we have $g_{q}=0$. Similarly, we have $g_{p}=g_{r}=g_{s}=0$, which implies that $u_{h}, s_{h}, r_{h}, p_{h}, q_{h}$ are unique. This ends the proof of Lemma 2.

### 2.1.5 The global Gauss-Radau projections

For the LDG scheme, using the generalized numerical fluxes, we need to construct a globally defined projection $P_{h}^{*}$. For $u \in H^{1}(I)$, the projection $P_{h}^{*} u$ is defined as the element of $V_{h}^{k}$ that satisfies

$$
\begin{align*}
& \int_{I_{j}} P_{h}^{*} u(x) v_{h} d x=\int_{I_{j}} u(x) v_{h} d x, \quad \forall v_{h} \in P^{k-1}\left(I_{j}\right),  \tag{2.10a}\\
& P_{h}^{\hat{*}} u=\hat{u}, \quad \text { atx } x_{j+\frac{1}{2}}, j=1, \ldots, N, \tag{2.10b}
\end{align*}
$$

with $\theta>\frac{1}{2}$.
Lemma 3 Assume that $u$ is sufficiently smooth and periodic. Then there exists unique $P_{h}^{*}$ satisfying conditions (2.10a) and (2.10b). Moreover, there holds the following property:

$$
\begin{equation*}
\left\|u-P_{h}^{*} u\right\|_{L^{2}(I)} \leq C h^{k+1}\|u\|_{W^{k+1, \infty}(I)} \tag{2.11}
\end{equation*}
$$

Using the initial condition and the triangle inequality, we have

$$
\begin{equation*}
\left\|\left(P_{h}^{*} u-u_{h}\right)(\cdot, 0)\right\|_{L^{2}(I)} \leq C h^{k+1}\|u\|_{W^{k+1, \infty}(I)}, \tag{2.12}
\end{equation*}
$$

where $C=C(\theta)$ is independent of the mesh size $h$. The lemma has been proved in [15].

Lemma 4 Assuming that $u_{0} \in W^{k+1, \infty}\left(I_{h}\right)$ and periodic, we have the following error estimates:

$$
\begin{equation*}
\left\|u_{0}-u_{h}\right\|+\left\|s_{0}-s_{h}\right\|+\left\|r_{0}-r_{h}\right\|+\left\|p_{0}-p_{h}\right\|+\left\|q_{0}-q_{h}\right\| \leq C h^{k+1} \tag{2.13}
\end{equation*}
$$

where $q_{0}=u_{0}^{\prime}, p_{0}=u_{0}^{\prime \prime}, r_{0}=u_{0}^{(3)}, s_{0}=u_{0}^{(4)}$, and $C$ is independent of $h$.

Proof In this part, we denote

$$
\begin{aligned}
& e_{u}=u_{0}-u_{h}=\left(u_{0}-P_{h}^{*} u\right)+\left(P_{h}^{*} u-u_{h}\right)=\eta_{u}+\overline{e_{u}}, \\
& e_{q}=q_{0}-q_{h}=\left(q_{0}-P_{h}^{*} q\right)+\left(P_{h}^{*} q-q_{h}\right)=\eta_{q}+\overline{e_{q}}, \\
& e_{p}=p_{0}-p_{h}=\left(p_{0}-P_{h}^{*} p\right)+\left(P_{h}^{*} p-p_{h}\right)=\eta_{p}+\overline{e_{p}}, \\
& e_{r}=r_{0}-r_{h}=\left(r_{0}-P_{h}^{*} r\right)+\left(P_{h}^{*} r-r_{h}\right)=\eta_{r}+\bar{e}_{r},
\end{aligned}
$$

$$
e_{s}=s_{0}-s_{h}=\left(s_{0}-P_{h}^{*} s\right)+\left(P_{h}^{*} s-s_{h}\right)=\eta_{s}+\bar{e}_{s} .
$$

Considering scheme (2.8a)-(2.8e) and summing over all $j$, we have the following equations:

$$
\begin{aligned}
& \int_{I} e_{u} \rho d x-H\left(e_{s}, \rho, e_{s}^{\tilde{\theta}}\right)=0 \\
& \int_{I} e_{s} \xi d x+H\left(e_{r}, \xi, e_{r}^{\theta}\right)=0 \\
& \int_{I} e_{r} \phi d x+H\left(e_{p}, \phi, e_{p}^{\theta}\right)=0 \\
& \int_{I} e_{p} \psi d x+H\left(e_{q}, \psi, e_{q}^{\tilde{\theta}}\right)=0 \\
& \int_{I} e_{q} \varphi d x+H\left(e_{u}, \varphi, e_{u}^{\theta}\right)=0
\end{aligned}
$$

By the orthogonality, we have

$$
\begin{align*}
& \int_{I} \bar{e}_{u} \rho d x-H\left(\bar{e}_{s}, \rho, \bar{e}_{s}^{\tilde{\theta}}\right)=-\int_{I} \eta_{u} \rho d x  \tag{2.14a}\\
& \int_{I} \bar{e}_{s} \xi d x+H\left(\bar{e}_{r}, \xi, \bar{e}_{r}^{\theta}\right)=-\int_{I} \eta_{s} \xi d x  \tag{2.14b}\\
& \int_{I} \bar{e}_{r} \phi d x+H\left(\bar{e}_{p}, \phi, \bar{e}_{p}^{\theta}\right)=-\int_{I} \eta_{r} \phi d x,  \tag{2.14c}\\
& \int_{I} \bar{e}_{p} \psi d x+H\left(\bar{e}_{q}, \psi, e_{q}^{\tilde{\theta}}\right)=-\int_{I} \eta_{p} \psi d x,  \tag{2.14d}\\
& \int_{I} \bar{e}_{q} \varphi d x+H\left(\overline{e_{u}}, \varphi, \bar{e}_{u}^{\theta}\right)=-\int_{I} \eta_{q} \varphi d x, \tag{2.14e}
\end{align*}
$$

that hold for any $\rho, \xi, \phi, \psi, \varphi \in V_{h}^{k}$. In what follows, we will prove the optimal initial error estimates. Taking $(\rho, \xi)=\left(-\bar{e}_{r}, \bar{e}_{s}\right)$ in (2.14a)-(2.14b), summing the corresponding equations up, and using Lemma 1, we obtain the following equation:

$$
\begin{equation*}
\int_{I} \bar{e}_{s} \bar{e}_{s} d x-\int_{I} \bar{e}_{u} \bar{e}_{r} d x=-\int_{I} \eta_{s} \bar{e}_{s} d x+\int_{I} \eta_{u} \bar{e}_{r} d x \tag{2.15a}
\end{equation*}
$$

Taking $(\psi, \phi)=\left(\overline{e_{p}}, \overline{e_{q}}\right),(\rho, \varphi)=\left(\overline{e_{u}},-\overline{e_{s}}\right),(\varphi, \psi)=\left(\overline{e_{q}}, \overline{e_{u}}\right),(\phi, \xi)=\left(\overline{e_{r}}, \overline{e_{p}}\right)$ and $(\xi, \phi)=$ $\left(-\bar{e}_{r},-\overline{e_{p}}\right)$, by the same way, we have

$$
\begin{align*}
& \int_{I} \overline{e_{p}} \overline{e_{p}} d x+\int_{I} \bar{e}_{r} \overline{e_{q}} d x=-\int_{I} \eta_{p} \overline{e_{p}} d x-\int_{I} \eta_{r} \bar{e}_{q} d x  \tag{2.15b}\\
& \int_{I} \overline{e_{u}} \bar{e}_{u} d x-\int_{I} \bar{e}_{q} \bar{e}_{s} d x=-\int_{I} \eta_{u} \bar{e}_{u} d x+\int_{I} \eta_{q} \bar{e}_{s} d x,  \tag{2.15c}\\
& \int_{I} \bar{e}_{q} \bar{e}_{q} d x+\int_{I} \bar{e}_{p} \bar{e}_{u} d x=-\int_{I} \eta_{q} \bar{e}_{q} d x-\int_{I} \eta_{p} \overline{e_{u}} d x,  \tag{2.15d}\\
& \int_{I} \bar{e}_{r} \bar{e}_{r} d x+H\left(\bar{e}_{p}, \bar{e}_{r}, \bar{e}_{p}^{\theta}\right)+\int_{I} \bar{e}_{s} \bar{e}_{p} d x+H\left(\bar{e}_{r}, \bar{e}_{p}, \bar{e}_{r}^{\theta}\right) \\
& \quad=-\int_{I} \eta_{r} \bar{e}_{r} d x-\int_{I} \eta_{s} \overline{e_{p}} d x, \tag{2.15e}
\end{align*}
$$

$$
\begin{align*}
& -\int_{I} \bar{e}_{s} \bar{e}_{r} d x-H\left(\bar{e}_{r}, \bar{e}_{r}, \bar{e}_{r}^{\theta}\right)-\int_{I} \bar{e}_{r} \overline{e_{p}} d x-H\left(\bar{e}_{p}, \bar{e}_{p}, \bar{e}_{p}^{\theta}\right) \\
& \quad=\int_{I} \eta_{s} \bar{e}_{r} d x+\int_{I} \eta_{r} \bar{e}_{p} d x . \tag{2.15f}
\end{align*}
$$

Adding (2.15e) and (2.15f), we get

$$
\begin{align*}
& \int_{I} \bar{e}_{r} \bar{e}_{r} d x+\int_{I} \bar{e}_{s} \overline{e_{p}} d x-\int_{I} \bar{e}_{s} \bar{e}_{r} d x-\int_{I} \bar{e}_{r} \bar{e}_{p} d x+\Omega \\
& \quad=-\int_{I} \eta_{r} \bar{e}_{r} d x-\int_{I} \eta_{s} \bar{e}_{p} d x \int_{I} \eta_{s} \bar{e}_{r} d x+\int_{I} \eta_{r} \overline{e_{p}} d x \tag{2.16}
\end{align*}
$$

where

$$
\Omega=H\left(\bar{e}_{p}, \bar{e}_{r}, \bar{e}_{p}^{\theta}\right)+H\left(\bar{e}_{r}, \bar{e}_{p}, \bar{e}_{r}^{\theta}\right)-H\left(\bar{e}_{r}, \bar{e}_{r}, \bar{e}_{r}^{\theta}\right)-H\left(\bar{e}_{p}, \bar{e}_{p}, \bar{e}_{p}^{\theta}\right)
$$

It is easy to find that $\Omega \geq 0$ by Lemma 1 . Then, using Lemmas 1 and 3 , the CauchySchwarz and Young's inequalities to (2.15a)-(2.15d) and (2.16), we have

$$
\begin{align*}
& \left\|\bar{e}_{s}\right\|^{2} \leq C_{u_{1}}\left\|\overline{e_{u}}\right\|^{2}+C_{r_{1}}\left\|\bar{e}_{r}\right\|^{2}+C_{s_{1}}\left\|\bar{e}_{s}\right\|^{2}+C h^{2 k+2},  \tag{2.17a}\\
& \left\|\bar{e}_{p}\right\|^{2} \leq C_{p_{2}}\left\|\overline{e_{p}}\right\|^{2}+C_{r_{2}}\left\|\bar{e}_{r}\right\|^{2}+C_{q_{2}}\left\|\bar{e}_{q}\right\|^{2}+C h^{2 k+2}  \tag{2.17b}\\
& \left\|\bar{e}_{q}\right\|^{2} \leq C_{u_{3}}\left\|\overline{e_{u}}\right\|^{2}+C_{q_{3}}\left\|\bar{e}_{q}\right\|^{2}+C_{p_{3}}\left\|\overline{e_{p}}\right\|^{2}+C h^{2 k+2}  \tag{2.17c}\\
& \left\|\overline{e_{u}}\right\|^{2} \leq C_{u_{4}}\left\|\overline{e_{u}}\right\|^{2}+C_{q_{4}}\left\|\overline{e_{4}}\right\|^{2}+C_{s_{4}}\left\|\overline{e_{s}}\right\|^{2}+C h^{2 k+2}  \tag{2.17d}\\
& \left\|\bar{e}_{r}\right\|^{2} \leq C_{p_{5}}\left\|\overline{e_{p}}\right\|^{2}+C_{r_{5}}\left\|\bar{e}_{r}\right\|^{2}+C_{s_{5}}\left\|\bar{e}_{s}\right\|^{2}+C h^{2 k+2} \tag{2.17e}
\end{align*}
$$

Furthermore, by adjusting the coefficients in (2.17a)-(2.17e) with Young's inequality, we have the estimate

$$
\left\|s_{0}-s_{h}\right\|^{2}+\left\|r_{0}-r_{h}\right\|^{2}+\left\|p_{0}-p_{h}\right\|^{2}+\left\|q_{0}-q_{h}\right\|^{2} \leq\left\|u_{0}-u_{h}\right\|^{2}+C h^{2 k+2} .
$$

Hence we arrive at

$$
\begin{equation*}
\left\|s_{0}-s_{h}\right\|+\left\|r_{0}-r_{h}\right\|+\left\|p_{0}-p_{h}\right\|+\left\|q_{0}-q_{h}\right\| \leq\left\|u_{0}-u_{h}\right\|+C h^{k+1} \tag{2.17f}
\end{equation*}
$$

We take $(\rho, \xi, \phi, \psi, \varphi)=\left(\bar{e}_{u}, \bar{e}_{q},-\bar{e}_{p}, \bar{e}_{r},-\bar{e}_{s}\right)$ in (2.14a)-(2.14e). Through direct calculation, from Lemma 1 we have

$$
\begin{align*}
& \left\|\overline{e_{u}}\right\|^{2}-\left(\frac{1}{2}-\theta\right) \sum_{j=1}^{N}\left(\left[\bar{e}_{p}\right]^{2}\right)_{j+\frac{1}{2}} \\
& \quad=\int_{I} \eta_{p} \overline{e_{p}} d x-\int_{I} \eta_{u} \overline{e_{u}} d x-\int_{I} \eta_{q} \overline{e_{q}} d x+\int_{I} \eta_{s} \bar{e}_{s} d x-\int_{I} \eta_{r} \overline{e_{r}} d x . \tag{2.17~g}
\end{align*}
$$

Substituting (2.17f) into ( 2.17 g ) and using Lemma 3, we finally get $\left\|\overline{e_{u}}\right\| \leq C h^{k+1}$. This completes the proof of Lemma 4.

### 2.2 Error estimates

In this subsection, we state the error estimate of the LDG method using the generalized numerical fluxes. First, we define

$$
\begin{aligned}
& e_{u}=u-u_{h}=\left(u-P_{h}^{*} u\right)+\left(P_{h}^{*} u-u_{h}\right)=\eta_{u}+\overline{e_{u}}, \\
& e_{q}=q-q_{h}=\left(q-P_{h}^{*} q\right)+\left(P_{h}^{*} q-q_{h}\right)=\eta_{q}+\overline{e_{q}}, \\
& e_{p}=p-p_{h}=\left(p-P_{h}^{*} p\right)+\left(P_{h}^{*} p-p_{h}\right)=\eta_{p}+\overline{e_{p}}, \\
& e_{r}=r-r_{h}=\left(r-P_{h}^{*} r\right)+\left(P_{h}^{*} r-r_{h}\right)=\eta_{r}+\overline{e_{r}}, \\
& e_{s}=s-s_{h}=\left(s-P_{h}^{*} s\right)+\left(P_{h}^{*} s-s_{h}\right)=\eta_{s}+\bar{e}_{s} .
\end{aligned}
$$

Then we have the following theorem.

Theorem 1 Assume that $u, q, p, r, s$ are the exact solutions of system (2.2a)-(2.2e), and for $t \in[0, T],\|u\|_{k+5},\left\|u_{t}\right\|_{k+5},\left\|u_{t t}\right\|_{k+5}$ are bounded uniformly. We take the generalized numerical fluxes and the finite element space $V_{h}^{k}$, there holds the following $L^{2}$-norm error estimates:

$$
\begin{equation*}
\left\|e_{u}\right\|+\left\|e_{q}\right\|+\left\|e_{p}\right\|+\left\|e_{r}\right\|+\left\|e_{s}\right\|+\left\|\left(e_{u}\right)_{t}\right\| \leq C h^{k+1}(t+3) \tag{2.18}
\end{equation*}
$$

where $C$ depends on $\theta,\|u\|_{k+5},\left\|u_{t}\right\|_{k+5}$, and $\left\|u_{t t}\right\|_{k+5}$, but is independent of $h$.

Proof Using the DG discrete operator, the LDG scheme can be written as

$$
\begin{align*}
& \int_{I_{j}}\left(u_{h}\right)_{t} \rho d x-H_{j}\left(s_{h}, \rho, s_{h}^{\tilde{\theta}}\right)=0  \tag{2.19a}\\
& \int_{I_{j}} s_{h} \xi d x+H_{j}\left(r_{h}, \xi, r_{h}^{\theta}\right)=0  \tag{2.19b}\\
& \int_{I_{j}} r_{h} \phi d x+H_{j}\left(p_{h}, \phi, p_{h}^{\theta}\right)=0  \tag{2.19c}\\
& \int_{I_{j}} p_{h} \psi d x+H_{j}\left(q_{h}, \psi, q_{h}^{\tilde{\theta}}\right)=0  \tag{2.19d}\\
& \int_{I_{j}} q_{h} \varphi d x+H_{j}\left(u_{h}, \varphi, u_{h}^{\theta}\right)=0 \tag{2.19e}
\end{align*}
$$

Summing (2.19a)-(2.19e) over all $j=1, \ldots, N$, we obtain

$$
\begin{align*}
& \int_{I}\left(u_{h}\right)_{t} \rho d x-H\left(s_{h}, \rho, s_{h}^{\tilde{\theta}}\right)=0  \tag{2.20a}\\
& \int_{I} s_{h} \xi d x+H\left(r_{h}, \xi, r_{h}^{\theta}\right)=0  \tag{2.20b}\\
& \int_{I} r_{h} \phi d x+H\left(p_{h}, \phi, p_{h}^{\theta}\right)=0  \tag{2.20c}\\
& \int_{I} p_{h} \psi d x+H\left(q_{h}, \psi, q_{h}^{\tilde{\theta}}\right)=0 \tag{2.20d}
\end{align*}
$$

$$
\begin{equation*}
\int_{I} q_{h} \varphi d x+H\left(u_{h}, \varphi, u_{h}^{\theta}\right)=0 \tag{2.20e}
\end{equation*}
$$

Thus, we get the following error equations:

$$
\begin{align*}
& \int_{I}\left(e_{u}\right)_{t} \rho d x-H\left(e_{s}, \rho, e_{s}^{\tilde{\theta}}\right)=0  \tag{2.21a}\\
& \int_{I} e_{s} \xi d x+H\left(e_{r}, \xi, e_{r}^{\theta}\right)=0  \tag{2.21b}\\
& \int_{I} e_{r} \phi d x+H\left(e_{p}, \phi, e_{p}^{\theta}\right)=0  \tag{2.21c}\\
& \int_{I} e_{p} \psi d x+H\left(e_{q}, \psi, e_{q}^{\tilde{\theta}}\right)=0  \tag{2.21d}\\
& \int_{I} e_{q} \varphi d x+H\left(e_{u}, \varphi, e_{u}^{\theta}\right)=0 \tag{2.21e}
\end{align*}
$$

To prove the theorem, we need to establish six equations by repeatedly taking different $\rho$, $\xi, \phi, \psi, \varphi$ in Eqs. (2.21a)-(2.21e). The specific method is as follows.

## The first equation:

Taking $(\rho, \xi, \phi, \psi, \varphi)=\left(\overline{e_{u}}, \overline{e_{q}},-\overline{e_{p}}, \overline{e_{r}},-\overline{e_{s}}\right)$ in Eqs. (2.21a)-(2.21e) and summing over all equations, we get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\bar{e}_{u}\right\|^{2}+\left\langle\left(\eta_{u}\right)_{t}, \overline{e_{u}}\right\rangle+\left\langle e_{s}, \bar{e}_{q}\right\rangle-\left\langle e_{r}, \overline{e_{p}}\right\rangle \\
& \quad+\left\langle e_{p}, \bar{e}_{r}\right\rangle-\left\langle e_{q}, \bar{e}_{s}\right\rangle-H\left(\bar{e}_{s}, \overline{e_{u}}, \bar{e}_{s}^{\bar{\theta}}\right)-H\left(\overline{e_{u}}, \bar{e}_{s}, \bar{e}_{u}^{\theta}\right) \\
& \quad+H\left(\overline{e_{r}}, \bar{e}_{q}, \bar{e}_{r}^{\theta}\right)+H\left(\overline{e_{q}}, \overline{e_{r}}, \bar{e}_{q}^{\bar{\theta}}\right)-H\left(\overline{e_{p}}, \overline{e_{p}}, \bar{e}_{p}^{\theta}\right)=0 . \tag{2.22}
\end{align*}
$$

Then, by Lemma 1, Eq. (2.22) is finally turned into

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\bar{e}_{u}\right\|^{2}+\left(\theta-\frac{1}{2}\right) \sum_{j=1}^{N}\left[\bar{e}_{p}\right]^{2} \\
& \quad=-\left\langle\left(\eta_{u}\right)_{t}, \bar{e}_{u}\right\rangle-\left\langle\eta_{s}, \bar{e}_{q}\right\rangle+\left\langle\eta_{r}, \overline{e_{p}}\right\rangle-\left\langle\eta_{p}, \bar{e}_{r}\right\rangle+\left\langle\eta_{q}, \bar{e}_{s}\right\rangle \tag{2.23}
\end{align*}
$$

## The second equation:

Taking the derivatives on both sides of (2.21a)-(2.21e) with respect to $t$ and taking $(\rho, \xi, \phi, \psi, \varphi)=\left(\left(\bar{e}_{u}\right)_{t},\left(\bar{e}_{q}\right)_{t},-\left(\bar{e}_{p}\right)_{t},\left(\bar{e}_{r}\right)_{t},-\left(\bar{e}_{s}\right)_{t}\right)$, we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\left(\bar{e}_{u}\right)_{t}\right\|^{2}+\left(\theta-\frac{1}{2}\right) \sum_{j=1}^{N}\left[\left(\bar{e}_{p}\right)_{t}\right]^{2} \\
& \quad=-\left\langle\left(\eta_{u}\right)_{t t},\left(\bar{e}_{u}\right)_{t}\right\rangle-\left\langle\left(\eta_{s}\right)_{t},\left(\bar{e}_{q}\right)_{t}\right\rangle+\left\langle\left(\eta_{r}\right)_{t},\left(\bar{e}_{p}\right)_{t}\right\rangle-\left\langle\left(\eta_{p}\right)_{t},\left(\bar{e}_{r}\right)_{t}\right\rangle+\left\langle\left(\eta_{q}\right)_{t},\left(\bar{e}_{s}\right)_{t}\right\rangle . \tag{2.24}
\end{align*}
$$

## The third equation:

Substituting $(\psi, \varphi)=\left(\overline{e_{u}}, \overline{e_{q}}\right)$ into $(2.21 \mathrm{~d})$ and $(2.21 \mathrm{e})$, we have

$$
\begin{aligned}
& \left\langle\eta_{p}, \overline{e_{u}}\right\rangle+\left\langle\overline{e_{p}}, \bar{e}_{u}\right\rangle+\left\langle\eta_{q}, \bar{e}_{q}\right\rangle+\left\langle\overline{e_{q}}, \bar{e}_{q}\right\rangle \\
& \quad+H\left(\overline{e_{q}}, \overline{e_{u}}, \overline{e_{q}}\right)+H\left(\overline{e_{u}}, \overline{e_{q}}, e_{u}^{\theta}\right)=0 .
\end{aligned}
$$

Using Lemma 1, we have

$$
\begin{equation*}
\left\|\bar{e}_{q}\right\|^{2}=-\left\langle\bar{e}_{p}, \bar{e}_{u}\right\rangle-\left\langle\eta_{q}, \bar{e}_{q}\right\rangle-\left\langle\eta_{p}, \bar{e}_{u}\right\rangle \tag{2.25}
\end{equation*}
$$

## The fourth equation:

Similar to the third equation, taking $(\phi, \psi)=\left(\overline{e_{q}}, \overline{e_{p}}\right)$ in (2.21c) and (2.21d), we get

$$
\begin{equation*}
\left\|\bar{e}_{p}\right\|^{2}=-\left\langle\bar{e}_{r}, \bar{e}_{q}\right\rangle-\left\langle\eta_{p}, \overline{e_{p}}\right\rangle-\left\langle\eta_{r}, \bar{e}_{q}\right\rangle . \tag{2.26}
\end{equation*}
$$

## The fifth equation:

Substituting $(\xi, \phi)=\left(\overline{e_{p}}, \bar{e}_{r}\right)$ into (2.21b) and (2.21c) yields that

$$
\left\langle\bar{e}_{s}, \bar{e}_{p}\right\rangle+\left\langle\eta_{s}, \bar{e}_{p}\right\rangle+\left\langle\bar{e}_{r}, \bar{e}_{r}\right\rangle+\left\langle\eta_{r}, \bar{e}_{r}\right\rangle+H\left(\bar{e}_{r}, \bar{e}_{p}, \bar{e}_{r}^{\theta}\right)+H\left(\bar{e}_{p}, \bar{e}_{r}, \bar{e}_{p}^{\theta}\right)=0
$$

Using Lemma 1, we obtain

$$
\begin{equation*}
\left\|\bar{e}_{r}\right\|^{2}=(2 \theta-1) \sum_{j=1}^{N}\left(\left[\bar{e}_{p}\right]\left[\bar{e}_{r}\right]\right)_{j+\frac{1}{2}}-\left\langle\bar{e}_{s}, \bar{e}_{p}\right\rangle-\left\langle\eta_{s}, \bar{e}_{p}\right\rangle-\left\langle\eta_{r}, \bar{e}_{r}\right\rangle . \tag{2.27}
\end{equation*}
$$

## The sixth equation:

Finally, substituting $(\rho, \xi)=\left(\bar{e}_{r},-\bar{e}_{s}\right)$ into (2.21a) and (2.21b), it is easy to see by Lemma 1 that

$$
\begin{equation*}
\left\|\bar{e}_{s}\right\|^{2}=-\left\langle\eta_{s}, \bar{e}_{s}\right\rangle+\left\langle\left(\eta_{u}\right)_{t}, \bar{e}_{r}\right\rangle+\left\langle\left(\bar{e}_{u}\right)_{t}, \bar{e}_{r}\right\rangle . \tag{2.28}
\end{equation*}
$$

Now we have six equations. In what follows we need to find some appropriate coefficients, and according to (2.25), (2.26), (2.27), and (2.28) we can infer the relationship among $\left\|\overline{e_{u}}\right\|$, $\left\|\bar{e}_{q}\right\|,\left\|\bar{e}_{p}\right\|,\left\|\bar{e}_{r}\right\|,\left\|\bar{e}_{s}\right\|,\left\|\left(\bar{e}_{u}\right)_{t}\right\|$.

By multiplying some constants $19 \times(2.25)+3 \times(2.26)+(2.27)+(2.28)$, we obtain

$$
\begin{align*}
\left\|\bar{e}_{s}\right\|^{2} & +\left\|\bar{e}_{r}\right\|^{2}+3\left\|\bar{e}_{p}\right\|^{2}+19\left\|\bar{e}_{q}\right\|^{2} \\
= & (2 \theta-1) \sum_{j=1}^{N}\left(\left[\bar{e}_{p}\right]\left[\bar{e}_{r}\right]\right)_{j+\frac{1}{2}} \\
& -19\left\langle\bar{e}_{p}, \overline{e_{u}}\right\rangle-3\left\langle\bar{e}_{r}, \bar{e}_{q}\right\rangle-\left\langle\bar{e}_{s}, \bar{e}_{p}\right\rangle+\left\langle\left(\bar{e}_{u}\right)_{t},, \bar{e}_{r}\right\rangle \\
& -19\left\langle\eta_{q}, \bar{e}_{q}\right\rangle-19\left\langle\eta_{p}, \overline{e_{u}}\right\rangle-3\left\langle\eta_{p}, \overline{e_{p}}\right\rangle-3\left\langle\eta_{r}, \bar{e}_{q}\right\rangle \\
& -\left\langle\eta_{r}, \bar{e}_{r}\right\rangle-\left\langle\eta_{s}, \overline{e_{p}}\right\rangle-\left\langle\eta_{s}, \bar{e}_{s}\right\rangle+\left\langle\left(\eta_{u}\right)_{t}, \bar{e}_{r}\right\rangle . \tag{2.29}
\end{align*}
$$

Furthermore, by Young's inequality and Lemma 1, we have

$$
\begin{align*}
(2 \theta-1) \sum_{j=1}^{N}\left(\left[\bar{e}_{p}\right]\left[\bar{e}_{r}\right]\right)_{j+\frac{1}{2}} & \leq \frac{1}{2}\left\{(2 \theta-1) \sum_{j=1}^{N}\left[\bar{e}_{p}\right]_{j+\frac{1}{2}}^{2}+(2 \theta-1) \sum_{j=1}^{N}\left[\bar{e}_{r}\right]_{j+\frac{1}{2}}^{2}\right\} \\
& =\left\langle e_{r}, \bar{e}_{p}\right\rangle+\left\langle e_{s}, \bar{e}_{r}\right\rangle \\
& =\left\langle\bar{e}_{r}, \bar{e}_{p}\right\rangle+\left\langle\bar{e}_{s}, \bar{e}_{r}\right\rangle+\left\langle\eta_{r}, \bar{e}_{p}\right\rangle+\left\langle\eta_{s}, \bar{e}_{r}\right\rangle \tag{2.30}
\end{align*}
$$

Then, substituting (2.30) into (2.29), we obtain

$$
\begin{align*}
\left\|\bar{e}_{s}\right\|^{2} & +\left\|\bar{e}_{r}\right\|^{2}+3\left\|\bar{e}_{p}\right\|^{2}+19\left\|\bar{e}_{q}\right\|^{2} \\
\leq & \left|\left\langle\bar{e}_{r}, \bar{e}_{p}\right\rangle\right|+\left|\left\langle\bar{e}_{s}, \bar{e}_{r}\right\rangle\right|+19\left|\left\langle\bar{e}_{p}, \bar{e}_{u}\right\rangle\right|+3\left|\left\langle\bar{e}_{r}, \bar{e}_{q}\right\rangle\right|+\left|\left\langle\bar{e}_{s}, \bar{e}_{p}\right\rangle\right| \\
& +\left|\left\langle\left(\bar{e}_{u}\right)_{t}, \bar{e}_{r}\right\rangle\right|+19\left|\left\langle\eta_{q}, \bar{e}_{q}\right\rangle\right|+19\left|\left\langle\eta_{p}, \bar{e}_{u}\right\rangle\right|+3\left|\left\langle\eta_{p}, \bar{e}_{p}\right\rangle\right| \\
& +3\left|\left\langle\eta_{r}, \bar{e}_{q}\right\rangle\right|+\left|\left\langle\eta_{r}, \bar{e}_{r}\right\rangle\right|+\left|\left\langle\eta_{s}, \bar{e}_{p}\right\rangle\right|+\left|\left\langle\eta_{s}, \bar{e}_{s}\right\rangle\right| \\
& +\left|\left\langle\left(\eta_{u}\right)_{t}, \bar{e}_{r}\right\rangle\right|+\left|\left\langle\eta_{r}, \overline{e_{p}}\right\rangle\right|+\left|\left\langle\eta_{s}, \bar{e}_{r}\right\rangle\right| . \tag{2.31}
\end{align*}
$$

It follows from the Cauchy-Schwarz inequality and the properties of the projections that

$$
\begin{align*}
&\left\|\bar{e}_{s}\right\|^{2}+\left\|\bar{e}_{r}\right\|^{2}+3\left\|\bar{e}_{p}\right\|^{2}+19\left\|\bar{e}_{q}\right\|^{2} \\
& \leq \leq\left\|\bar{e}_{r}\right\|\left\|\bar{e}_{p}\right\|+\left\|\bar{e}_{s}\right\|\left\|\bar{e}_{r}\right\|+19\left\|\overline{e_{p}}\right\|\left\|\bar{e}_{u}\right\|+3\left\|\bar{e}_{r}\right\|\left\|\bar{e}_{q}\right\|+\left\|\bar{e}_{s}\right\|\left\|\overline{e_{p}}\right\| \\
& \quad+\left\|\left(\bar{e}_{u}\right)_{t}\right\|\left\|\bar{e}_{r}\right\|+C h^{k+1}\left(\left\|\bar{e}_{s}\right\|+\left\|\bar{e}_{r}\right\|+\left\|\overline{e_{p}}\right\|+\left\|\overline{e_{q}}\right\|+\left\|\overline{e_{u}}\right\|\right) \tag{2.32}
\end{align*}
$$

Next, using Young's inequality, we have

$$
\begin{align*}
\left\|\bar{e}_{s}\right\|^{2} & +\left\|\bar{e}_{r}\right\|^{2}+3\left\|\bar{e}_{p}\right\|^{2}+19\left\|\bar{e}_{q}\right\|^{2} \\
\leq & \left(\frac{1}{4}\left\|\bar{e}_{r}\right\|^{2}+\left\|\bar{e}_{p}\right\|^{2}\right)+\left(\frac{1}{2}\left\|\bar{e}_{s}\right\|^{2}+\frac{1}{2}\left\|\bar{e}_{r}\right\|^{2}\right) \\
& +\left(\frac{1}{8}\left\|\bar{e}_{r}\right\|^{2}+18\left\|\bar{e}_{q}\right\|^{2}\right)+\left(\frac{1}{4}\left\|\bar{e}_{s}\right\|^{2}+\left\|\bar{e}_{p}\right\|^{2}\right) \\
& +\left(\frac{1}{16}\left\|\bar{e}_{r}\right\|^{2}+4\left\|\left(\bar{e}_{u}\right)_{t}\right\|^{2}\right)+\left(\frac{1}{4}\left\|\bar{e}_{p}\right\|^{2}+361\left\|\bar{e}_{u}\right\|^{2}\right) \\
& +C h^{2 k+2}+\left(\frac{1}{8}\left\|\bar{e}_{s}\right\|^{2}+\frac{1}{32}\left\|\bar{e}_{r}\right\|^{2}+\frac{1}{4}\left\|\bar{e}_{p}\right\|^{2}+\frac{1}{2}\left\|\bar{e}_{q}\right\|^{2}+\left\|\overline{e_{u}}\right\|^{2}\right) \tag{2.33}
\end{align*}
$$

After a very simple arrangement, we have

$$
\begin{gathered}
\frac{1}{8}\left\|\bar{e}_{s}\right\|^{2}+\frac{1}{32}\left\|\bar{e}_{r}\right\|^{2}+\frac{1}{2}\left\|\bar{e}_{p}\right\|^{2}+\frac{1}{2}\left\|\bar{e}_{q}\right\|^{2} \\
\leq C h^{2 k+2}+C\left(\left\|\bar{e}_{u}\right\|^{2}+\left\|\left(\bar{e}_{u}\right)_{t}\right\|^{2}\right) .
\end{gathered}
$$

Using Young's inequality for further simplification, we obtain

$$
\begin{align*}
& \frac{1}{128}\left(\left\|\bar{e}_{s}\right\|+\left\|\bar{e}_{r}\right\|+\left\|\bar{e}_{p}\right\|+\left\|\bar{e}_{q}\right\|\right)^{2} \\
& \quad \leq C h^{2 k+2}+C\left(\left\|\bar{e}_{u}\right\|^{2}+\left\|\left(\bar{e}_{u}\right)_{t}\right\|^{2}\right) \tag{2.34}
\end{align*}
$$

That is,

$$
\begin{equation*}
\left\|\bar{e}_{s}\right\|+\left\|\bar{e}_{r}\right\|+\left\|\bar{e}_{p}\right\|+\left\|\bar{e}_{q}\right\| \leq C h^{k+1}+C\left(\left\|\bar{e}_{u}\right\|+\left\|\left(\bar{e}_{u}\right)_{t}\right\|\right) \tag{2.35}
\end{equation*}
$$

where the constant $C$ depends on $\theta,\|u\|_{k+5}$, and $\left\|u_{t}\right\|_{k+5}$, but is independent of $h$. Next, adding (2.23) and (2.24) to estimate $\left\|\overline{e_{u}}\right\|+\left\|\left(\overline{e_{u}}\right)_{t}\right\|$, we have

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\bar{e}_{u}\right\|^{2}+\frac{1}{2} \frac{d}{d t}\left\|\left(\bar{e}_{u}\right)_{t}\right\|^{2}+\left(\theta-\frac{1}{2}\right) \sum_{j=1}^{N}\left[\bar{e}_{p}\right]_{j+\frac{1}{2}}^{2}+\left(\theta-\frac{1}{2}\right) \sum_{j=1}^{N}\left[\left(\overline{e_{p}}\right)_{t}\right]_{j+\frac{1}{2}}^{2} \\
& \quad=A+B \tag{2.36}
\end{align*}
$$

Here

$$
\begin{equation*}
A=\left\langle\eta_{q}, \bar{e}_{s}\right\rangle-\left\langle\eta_{s}, \bar{e}_{q}\right\rangle-\left\langle\eta_{p}, \bar{e}_{r}\right\rangle+\left\langle\eta_{r}, \bar{e}_{p}\right\rangle-\left\langle\left(\eta_{u}\right)_{t}, \overline{e_{u}}\right\rangle-\left\langle\left(\eta_{u}\right)_{t t},\left(\overline{e_{u}}\right)_{t}\right\rangle \tag{2.37}
\end{equation*}
$$

and

$$
\begin{equation*}
B=\left\langle\left(\eta_{q}\right)_{t},\left(\bar{e}_{s}\right)_{t}\right\rangle-\left\langle\left(\eta_{s}\right)_{t},\left(\bar{e}_{q}\right)_{t}\right\rangle-\left\langle\left(\eta_{p}\right)_{t},\left(\bar{e}_{r}\right)_{t}\right\rangle+\left\langle\left(\eta_{r}\right)_{t},\left(\bar{e}_{p}\right)_{t}\right\rangle \tag{2.38}
\end{equation*}
$$

denote the right-hand sides of (2.23) and (2.24), respectively. For $A$, by using the CauchySchwarz and Young's inequalities, we obtain

$$
A \leq C h^{k+1}\left(\left\|\bar{e}_{r}\right\|+\left\|\bar{e}_{p}\right\|+\left\|\bar{e}_{s}\right\|+\left\|\bar{e}_{q}\right\|+\left\|\bar{e}_{u}\right\|+\left\|\left(\bar{e}_{u}\right)_{t}\right\|\right)
$$

Then, combining the above inequality with (2.35), we arrive at

$$
\begin{equation*}
A \leq C h^{2 k+2}+C h^{k+1}\left(\left\|\bar{e}_{u}\right\|+\left\|\left(\bar{e}_{u}\right)_{t}\right\|\right) \tag{2.39}
\end{equation*}
$$

where $C$ depends on $\theta,\|u\|_{k+5},\left\|u_{t}\right\|_{k+5}$, and $\left\|u_{t t}\right\|_{k+5}$, but is independent of $h$.
In order to estimate $B$, we need to handle the four integrations in $B$, respectively. In fact, the processing technique for each integration is similar, so we take the first term $\left\langle\left(\eta_{q}\right)_{t},\left(\bar{e}_{s}\right)_{t}\right\rangle$ as an example. First, we integrate $\left\langle\left(\eta_{q}\right)_{t},\left(\bar{e}_{s}\right)_{t}\right\rangle$ with respect to time between 0 and $t$, then exchange integral sequence and get the integration by parts

$$
\begin{align*}
\int_{0}^{t} \int_{I}\left(\eta_{q}\right)_{t}\left(\bar{e}_{s}\right)_{t} d x d t & =\int_{I} \int_{0}^{t}\left(\eta_{q}\right)_{t}\left(\bar{e}_{s}\right)_{t} d t d x \\
& =\int_{I}\left[\left(\eta_{q}\right)_{t} \bar{e}_{s}-\left(\left(\eta_{q}\right)_{t} \bar{e}_{s}\right)(\cdot, 0)\right] d x-\int_{0}^{t} \int_{I}\left(\eta_{q}\right)_{t t} \bar{e}_{s} d x d t \tag{2.40}
\end{align*}
$$

Similarly, doing the same calculations for each integration of $B$ and integrating $B$ with respect to $t$, we obtain

$$
\begin{align*}
\int_{0}^{t} B d t= & \int_{I}\left[\left(\eta_{q}\right)_{t} \bar{e}_{s}-\left(\left(\eta_{q}\right)_{t} \bar{e}_{s}\right)(\cdot, 0)\right] d x-\int_{0}^{t} \int_{I}\left(\eta_{q}\right)_{t t} \bar{e}_{s} d x d t \\
& -\int_{I}\left[\left(\eta_{s}\right)_{t} \bar{e}_{q}-\left(\left(\eta_{s}\right)_{t} \bar{e}_{q}\right)(\cdot, 0)\right] d x-\int_{0}^{t} \int_{I}\left(\eta_{s}\right)_{t t} \bar{e}_{q} d x d t \\
& -\int_{I}\left[\left(\eta_{p}\right)_{t} \bar{e}_{r}-\left(\left(\eta_{p}\right)_{t} \bar{e}_{r}\right)(\cdot, 0)\right] d x-\int_{0}^{t} \int_{I}\left(\eta_{p}\right)_{t t} \bar{e}_{r} d x d t \\
& +\int_{I}\left[\left(\eta_{r}\right)_{t} \bar{e}_{p}-\left(\left(\eta_{r}\right)_{t} \bar{e}_{p}\right)(\cdot, 0)\right] d x-\int_{0}^{t} \int_{I}\left(\eta_{r}\right)_{t t} \bar{e}_{p} d x d t \tag{2.41}
\end{align*}
$$

By using the Cauchy-Schwarz inequality, Young's inequality, and the properties of projections from Lemma 4, we have

$$
\begin{align*}
\int_{0}^{t} B d t \leq & C h^{k+1}\left(\left\|\bar{e}_{s}\right\|+\left\|\bar{e}_{q}\right\|+\left\|\bar{e}_{r}\right\|+\left\|\bar{e}_{p}\right\|\right)+C h^{2 k+2} \\
& +C h^{k+1} \int_{0}^{t}\left(\left\|\bar{e}_{s}\right\|+\left\|\bar{e}_{q}\right\|+\left\|\bar{e}_{r}\right\|+\left\|\bar{e}_{p}\right\|\right) d t \tag{2.42}
\end{align*}
$$

Furthermore, it follows from (2.35) and Young's inequality that

$$
\begin{align*}
\int_{0}^{t} B d t \leq & C h^{2 k+2}+C h^{k+1} \int_{0}^{t}\left(\left\|\overline{e_{u}}\right\|+\left\|\left(\overline{e_{u}}\right)_{t}\right\|\right) d t \\
& +\frac{1}{4}\left(\left\|\overline{e_{u}}\right\|^{2}+\left\|\left(\overline{e_{u}}\right)_{t}\right\|^{2}\right) \tag{2.43}
\end{align*}
$$

Now, integrating both sides of equality (2.36) with respect to $t$, and combining inequalities (2.39) and (2.43), we obtain

$$
\begin{align*}
& \frac{1}{2}\left\|\bar{e}_{u}\right\|^{2}+\frac{1}{2}\left\|\left(\bar{e}_{u}\right)_{t}\right\|^{2}+\int_{0}^{t}\left(\theta-\frac{1}{2}\right) \sum_{j=1}^{N}\left[\bar{e}_{p}\right]_{j+\frac{1}{2}}^{2} d t \\
& \quad+\int_{0}^{t}\left(\theta-\frac{1}{2}\right) \sum_{j=1}^{N}\left[\left(\bar{e}_{p}\right)_{t}\right]_{j+\frac{1}{2}}^{2} d t \\
& \leq C h^{2 k+2}+\frac{1}{4}\left(\left\|\overline{e_{u}}\right\|^{2}+\left\|\left(\bar{e}_{u}\right)_{t}\right\|^{2}\right) \\
& \quad+C h^{k+1} \int_{0}^{t}\left(\left\|\overline{e_{u}}\right\|+\left\|\left(\overline{e_{u}}\right)_{t}\right\|\right) d t \tag{2.44}
\end{align*}
$$

Thus, we have

$$
\begin{equation*}
\left(\left\|\overline{e_{u}}\right\|+\left\|\left(\overline{e_{u}}\right)_{t}\right\|\right)^{2} \leq C h^{2 k+2}+C h^{k+1} \int_{0}^{t}\left(\left\|\overline{e_{u}}\right\|+\left\|\left(\overline{e_{u}}\right)_{t}\right\|\right) d t . \tag{2.45}
\end{equation*}
$$

We denote

$$
\begin{aligned}
& A(t)=\left\|\bar{e}_{u}\right\|+\left\|\left(\bar{e}_{u}\right)_{t}\right\| \\
& E(t)=C h^{2 k+2}+C h^{k+1} \int_{0}^{t}\left(\left\|\bar{e}_{u}\right\|+\left\|\left(\bar{e}_{u}\right)_{t}\right\|\right) d t
\end{aligned}
$$

By (2.37) we have

$$
\begin{equation*}
A(t) \leq \sqrt{E(t)} \tag{2.46}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\frac{d}{d t} E(t)=C h^{k+1} A(t) \leq C h^{k+1} \sqrt{E(t)} \tag{2.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d t} E(t)=2 \sqrt{E(t)} \frac{d}{d t} \sqrt{E(t)} \tag{2.48}
\end{equation*}
$$

Combining (2.39) with (2.48), we have

$$
\begin{equation*}
\frac{d}{d t} \sqrt{E(t)} \leq C h^{k+1} \tag{2.49}
\end{equation*}
$$

Integrating inequality (2.41) with respect to $t$, we have

$$
\begin{equation*}
\sqrt{E(t)} \leq \sqrt{E(0)}+C h^{k+1} t \leq C h^{k+1}(t+1) \tag{2.50}
\end{equation*}
$$

Combining (2.50) with (2.46), we get

$$
\begin{equation*}
\left\|\overline{e_{u}}\right\|+\left\|\left(\overline{e_{u}}\right)_{t}\right\| \leq C h^{k+1}(t+1) \tag{2.51}
\end{equation*}
$$

Therefore, from (2.35) and (2.51) we have

$$
\begin{equation*}
\left\|\bar{e}_{s}\right\|+\left\|\bar{e}_{r}\right\|+\left\|\bar{e}_{p}\right\|+\left\|\bar{e}_{q}\right\|+\left\|\bar{e}_{u}\right\|+\left\|\left(\bar{e}_{u}\right)_{t}\right\| \leq C h^{k+1}(t+2) \tag{2.52}
\end{equation*}
$$

where $C$ depends on $\theta,\|u\|_{k+5},\left\|u_{t}\right\|_{k+5}$, and $\left\|u_{t t}\right\|_{k+5}$, but is independent of $h$. Finally, combining inequality (2.44), Lemma 2, and the triangle inequality, we conclude that

$$
\begin{equation*}
\left\|e_{u}\right\|+\left\|e_{q}\right\|+\left\|e_{p}\right\|+\left\|e_{r}\right\|+\left\|e_{s}\right\|+\left\|\left(e_{u}\right)_{t}\right\| \leq C h^{k+1}(t+3) \tag{2.53}
\end{equation*}
$$

and we prove the theorem.

## 3 Numerical experiments

In this subsection, we present some numerical experiments to validate the error estimates of the LDG method based on generalized numerical fluxes. We adopt $P^{k}$ elements on the nonuniform mesh, which is $10 \%$ random perturbation coordinates of the uniform mesh, with $N=10,20,40$.

Example 3.1 In this example, consider the fifth order equation

$$
\left\{\begin{array}{l}
u_{t}+u_{x x x x x}=0 \\
u(x, 0)=u_{0}(x)=\sin x
\end{array}\right.
$$

The exact solution of the equation is $u(x, t)=\sin (x-t)$. The $L^{2}$ error estimates and the corresponding convergence rates are listed in the following tables. To reduce time errors, we use the third order implicit Runge-Kutta method, taking $\Delta t=0.1 h^{2}$ at $k=0,1$ and $\Delta t=0.01 h^{2}$ at $k=2$, computing until $T=1$ and $T=2$.
From Tables 1 and 2 we observe that the errors achieve the desired $(k+1)$ order accuracy for different $\theta$ when $T=1$ and $T=2$, which demonstrates the sharpness of error estimates in Theorem 1. Moreover, since the iterative matrix of fifth order equation has strong rigidity, which will cost too much computing time, so we will focus on studying a more appropriate implicit Runge-Kutta LDG method in the future work.

Table 1 The $L^{2}$-norm error estimates at $T=1$

| $k=0$ | $\theta=0.8$ |  | $\theta=1$ |  | $\theta=1.2$ |  | $\theta=1.5$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | error | order | error | order | error | order | error | order |
| $N=10$ | 1.63E-01 | - | $1.54 \mathrm{E}-01$ | - | 1.50E-01 | - | 1.89E-01 | - |
| $N=20$ | 7.27E-02 | 1.16 | 7.20E-02 | 1.10 | 7.19E-02 | 1.06 | 7.7E-02 | 1.29 |
| $N=40$ | $3.38 \mathrm{E}-02$ | 1.10 | $3.45 \mathrm{E}-02$ | 1.06 | $3.57 \mathrm{E}-02$ | 1.01 | 3.86E-02 | 1.00 |
| $N=80$ | $1.62 \mathrm{E}-02$ | 1.06 | 1.69E-02 | 1.03 | $1.78 \mathrm{E}-02$ | 1.00 | 1.97E-02 | 0.97 |
| $k=1$ | $\theta=0.8$ |  | $\theta=1$ |  | $\theta=1.2$ |  | $\theta=1.5$ |  |
|  | error | order | error | order | error | order | error | order |
| $N=10$ | 6.42E-02 | - | 7.28E-02 | - | 4.76E-02 | - | 9.59E-02 | - |
| $N=20$ | $1.65 \mathrm{E}-02$ | 1.96 | $1.69 \mathrm{E}-02$ | 2.11 | $1.38 \mathrm{E}-02$ | 1.80 | $2.40 \mathrm{E}-02$ | 2.00 |
| $N=40$ | 4.08E-03 | 2.02 | 4.19E-03 | 2.01 | $3.29 \mathrm{E}-03$ | 2.07 | $6.30 \mathrm{E}-03$ | 1.93 |
| $N=80$ | $1.05 \mathrm{E}-03$ | 1.96 | $1.20 \mathrm{E}-03$ | 1.80 | $9.1 \mathrm{E}-04$ | 1.85 | 1.89E-03 | 1.74 |
| $k=2$ | $\theta=0.8$ |  | $\theta=1$ |  | $\theta=1.2$ |  | $\theta=1.5$ |  |
|  | error | order | error | order | error | order | error | order |
| $N=10$ | 1.73E-03 | - | $2.37 \mathrm{E}-03$ | - | 2.84E-03 | - | 6.49E-03 | - |
| $N=20$ | $2.58 \mathrm{E}-04$ | 2.75 | $2.91 \mathrm{E}-04$ | 3.03 | 3.82E-04 | 2.89 | 8.09E-04 | 3.00 |
| $N=40$ | 3.47E-05 | 2.89 | $3.51 \mathrm{E}-05$ | 3.05 | 5.16E-05 | 2.88 | $9.09 \mathrm{E}-05$ | 3.15 |

Table 2 The $L^{2}$-norm error estimates at $T=2$

| $\mathrm{k}=0$ | $\theta=0.8$ |  | $\theta=1$ |  | $\theta=1.2$ |  | $\theta=1.5$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | error | order | error | order | error | order | error | order |
| $N=10$ | $2.09 \mathrm{E}-01$ | - | 1.98E-01 | - | $2.08 \mathrm{E}-01$ | - | 3.29E-01 | - |
| $N=20$ | $2.88 \mathrm{E}-02$ | 1.23 | $9.16 \mathrm{E}-02$ | 1.06 | $9.94 \mathrm{E}-02$ | 1.07 | $1.28 \mathrm{E}-01$ | 1.36 |
| $N=40$ | $3.95 \mathrm{E}-02$ | 1.17 | 4.35E-02 | 1.07 | $4.92 \mathrm{E}-02$ | 1.01 | $6.11 \mathrm{E}-02$ | 1.07 |
| $N=80$ | 1.84E-02 | 1.10 | $2.11 \mathrm{E}-02$ | 1.04 | $2.45 \mathrm{E}-02$ | 1.01 | 3.08E-02 | 0.99 |
| $k=1$ | $\theta=0.8$ |  | $\theta=1$ |  | $\theta=1.2$ |  | $\theta=1.5$ |  |
|  | error | order | error | order | error | order | error | order |
| $N=10$ | 1.62E-02 | - | $5.41 \mathrm{E}-02$ | - | 8.83E-02 | - | 4.58E-02 | - |
| $N=20$ | $4.33 \mathrm{E}-03$ | 1.90 | $1.21 \mathrm{E}-02$ | 2.16 | 2.51E-02 | 1.81 | $1.34 \mathrm{E}-02$ | 1.77 |
| $N=40$ | $1.18 \mathrm{E}-03$ | 1.88 | $2.81 \mathrm{E}-03$ | 2.11 | 7.32E-03 | 1.78 | 4.17E-03 | 1.70 |
| $N=80$ | 3.03E-04 | 1.96 | 7.03E-04 | 2.00 | 1.93E-03 | 1.92 | $1.36 \mathrm{E}-03$ | 1.61 |
| $\mathrm{k}=2$ | $\theta=0.8$ |  | $\theta=1$ |  | $\theta=1.2$ |  | $\theta=1.5$ |  |
|  | error | order | error | order | error | order | error | order |
| $N=10$ | 3.57E-03 | - | 4.90E-03 | - | 5.25E-03 | - | 6.70E-03 | - |
| $N=20$ | $4.76 \mathrm{E}-04$ | 2.91 | 6.12E-04 | 3.00 | 6.97E-04 | 2.91 | 8.34E-04 | 3.01 |
| $N=40$ | 6.57E-05 | 2.86 | 7.96E-05 | 3.01 | $9.30 \mathrm{E}-05$ | 2.90 | 8.96E-05 | 3.22 |

Example 3.2 In this example, consider the fifth order nonlinear equation

$$
\begin{aligned}
& u_{t}+\left(u^{2}\right)_{x x}+u_{x x x x x}=0, \\
& u(x, 0)=u_{0}(x)=\sin x .
\end{aligned}
$$

For this nonlinear equation, we choose the generalized local Lax-Friedrichs (GLLF) flux

$$
\begin{equation*}
\hat{f}(a, b)=\left(\frac{1}{2}+\theta\right) f(a)+\left(\frac{1}{2}-\theta\right) f(b)-\lambda \alpha(b-a), \alpha=\max _{u \in[a, b]}\left|f^{\prime}(u)\right| . \tag{3.1}
\end{equation*}
$$

The time step is taken as $\Delta t=5 \times 10^{-7} h^{4}$. Table 3 lists the $L^{\infty}$ errors and orders for Example 3.2, from which we observe that the error estimates achieve the expected $(k+1)$ th

Table 3 The $L^{\infty}$ error estimates at $T=0.001$

| $k=0$ | $\begin{aligned} & \lambda=0.25 \\ & \theta=0 \end{aligned}$ |  | $\begin{aligned} & \lambda=0.5 \\ & \theta=0.25 \end{aligned}$ |  | $\begin{aligned} & \lambda=0.5 \\ & \theta=-0.25 \end{aligned}$ |  | $\begin{aligned} & \lambda=0.5 \\ & \theta=0 \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | error | order | error | order | error | order | error | order |
| $N=10$ | 6.03E-04 | - | 1.30E-03 | - | 1.02E-03 | - | $9.64 \mathrm{E}-04$ | - |
| $N=20$ | $2.60 \mathrm{E}-04$ | 1.21 | 6.98E-04 | 0.90 | 5.37E-04 | 0.93 | $4.78 \mathrm{E}-04$ | 1.01 |
| $N=40$ | $1.21 \mathrm{E}-04$ | 1.10 | $3.52 \mathrm{E}-04$ | 0.99 | $2.73 \mathrm{E}-04$ | 0.98 | $2.36 \mathrm{E}-04$ | 1.02 |
| $k=1$ | $\begin{aligned} & \lambda=0.25 \\ & \theta=0 \end{aligned}$ |  | $\begin{aligned} & \lambda=0.5 \\ & \theta=0.25 \end{aligned}$ |  | $\begin{aligned} & \lambda=0.5 \\ & \theta=-0.25 \end{aligned}$ |  | $\begin{aligned} & \lambda=0.5 \\ & \theta=0 \end{aligned}$ |  |
|  |  |  |  |  |  |  |  |  |
|  | error | order | error | order | error | order | error | order |
| $N=10$ | 1.67E-02 | - | $1.68 \mathrm{E}-02$ | - | $1.68 \mathrm{E}-02$ | - | 1.68E-02 | - |
| $N=20$ | 4.15E-03 | 2.01 | $4.15 \mathrm{E}-03$ | 2.11 | 4.15E-03 | 2.01 | 4.15E-03 | 2.01 |
| $N=40$ | $1.03 \mathrm{E}-03$ | 2.01 | $1.03 \mathrm{E}-03$ | 2.01 | $1.03 \mathrm{E}-03$ | 2.01 | $1.03 \mathrm{E}-03$ | 2.01 |
| $k=2$ | $\begin{aligned} & \lambda=0.25 \\ & \theta=0 \end{aligned}$ |  | $\begin{aligned} & \lambda=0.5 \\ & \theta=0.25 \end{aligned}$ |  | $\begin{aligned} & \lambda=0.5 \\ & \theta=-0.25 \end{aligned}$ |  | $\begin{aligned} & \lambda=0.5 \\ & \theta=0 \end{aligned}$ |  |
|  |  |  |  |  |  |  |  |  |
|  | error | order | error | order | error | order | error | order |
| $N=10$ | 9.72E-04 | - | $9.65 \mathrm{E}-04$ | - | 9.72E-04 | - | $9.68 \mathrm{E}-04$ | - |
| $N=20$ | 1.27E-04 | 2.93 | 1.27E-04 | 2.93 | 1.27E-04 | 2.93 | 1.27E-04 | 2.93 |
| $N=40$ | $1.61 \mathrm{E}-05$ | 2.98 | $1.61 \mathrm{E}-05$ | 2.98 | $1.61 \mathrm{E}-05$ | 2.98 | $1.61 \mathrm{E}-05$ | 2.98 |

Table 4 The $L^{\infty}$ error estimates when $T=0.001$ and $\varepsilon=1$

| $\mathrm{k}=0$ | $\begin{aligned} & \lambda=0.5 \\ & \theta=0 \end{aligned}$ |  | $\begin{aligned} & \lambda=0.5 \\ & \theta=0.25 \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | error | order | error | order |
| $N=10$ | 1.66E-03 | - | $1.94 \mathrm{E}-03$ | - |
| $N=20$ | 6.00E-04 | 1.46 | $9.50 \mathrm{E}-04$ | 1.03 |
| $N=40$ | $2.20 \mathrm{E}-04$ | 1.44 | $4.71 \mathrm{E}-04$ | 1.01 |
| $\mathrm{k}=1$ | $\lambda=0.5$ |  | $\lambda=0.5$ |  |
|  | $\theta=0$ |  | $\theta=0.25$ |  |
|  | error | order | error | order |
| $N=10$ | 1.68E-02 | - | 1.69E-02 | - |
| $N=20$ | 4.17E-03 | 2.01 | 4.20E-03 | 2.01 |
| $N=40$ | 1.03E-03 | 2.01 | $1.04 \mathrm{E}-03$ | 2.02 |
| $k=2$ | $\lambda=0.5$ |  | $\lambda=0.5$ |  |
|  | $\theta=0$ |  | $\theta=0.25$ |  |
|  | error | order | error | order |
| $N=10$ | 1.12E-03 | - | 1.12E-03 | - |
| $N=20$ | 1.37E-04 | 3.03 | 1.37E-04 | 3.03 |
| $N=40$ | 1.69E-05 | 3.02 | $1.69 \mathrm{E}-05$ | 3.02 |

order of accuracy for different $\theta$ and $\lambda$ when $T=0.001$. In addition, $\left(k+\frac{1}{2}\right)$ convergence orders are also observed for the $L^{2}$ norm, which are omitted to save space. For different parameters $\theta$ and $\lambda$, Fig. 1(a) shows the time growth of $L^{2}$-norm errors when $N=10$.

Example 3.3 In this example, consider the fifth order nonlinear equation

$$
\left\{\begin{array}{l}
u_{t}+\varepsilon\left(u_{x x}\right)_{x x x}^{2}=0 \\
u(x, 0)=u_{0}(x)=\sin x .
\end{array}\right.
$$



Figure 1 Time history of the $L^{\infty}$ error of the numerical solution

For this nonlinear equation, we still use the generalized local Lax-Friedrichs (GLLF) flux in (3.1). The time step is also taken as $\Delta t=5 \times 10^{-7} h^{4}$. Table 4 lists the $L^{\infty}$ errors and orders for Example 3.3, from which we again observe the $(k+1)$ th order of accuracy for different $\theta$ and $\lambda$ when $T=0.001$ and $\varepsilon=1$. In addition, we also observe that the $L^{2}$ errors can reach $\left(k+\frac{1}{2}\right)$ order for the nonlinear problem, which are omitted to save space. Figure 1(b) shows the time growth with different $\varepsilon$, when $N=10, \lambda=0.5$, and $\theta=0.25$.
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