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#### Abstract

This work studies the problem of construction of optimal quadrature formulas in the sense of Sard in the space $L_{2}^{(m)}(0,1)$ for numerical calculation of Fourier coefficients. Using Sobolev's method, we obtain new sine and cosine weighted optimal quadrature formulas of such type for $N+1 \geq m$, where $N+1$ is the number of nodes. Then, explicit formulas for the optimal coefficients of optimal quadrature formulas are obtained. The obtained optimal quadrature formulas in $L_{2}^{(m)}(0,1)$ space are exact for algebraic polynomials of degree $(m-1)$.
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## 1 Introduction

Methods based on the Fourier transform are virtually used in many areas of engineering and science. It is known that one of the most important and interesting discoveries in mathematics is that many math functions can be approximated by a series of sinusoids, called Fourier series. Furthermore, we know that the Fourier coefficients

$$
F_{s}(\omega)=\int_{0}^{1} f(t) \sin (2 \pi \omega t) d t, \quad F_{c}(\omega)=\int_{0}^{1} f(t) \cos (2 \pi \omega t) d t
$$

are strongly oscillating integrals for sufficiently large values of $\omega$. Moreover, these weighted integrals can be applied to reconstruct X-ray Computed Tomography images [11, 13, 15]. It should be noted that standard methods are not suitable for numerical calculation of these integrals. Therefore, it is necessary to develop special methods for approximate calculation of such integrals. It should be noted that one of the first numerical integration formula for the integral

$$
\begin{equation*}
I[f, \omega]=\int_{a}^{b} e^{2 \pi \mathrm{i} \omega x} f(x) d x \tag{1}
\end{equation*}
$$

i.e., for the linear combination of $F_{s}(\omega)$ and $F_{c}(\omega)$, was obtained by Filon [5] in 1928 using a quadratic spline. Since then, for integrals of different types of highly oscillating

[^0]functions many special effective methods have been developed, such as the Filon-type method, the Clenshaw-Curtis-Filon-type method, the Levin-type methods, the modified Clenshaw-Curtis method, the generalized quadrature rule, and the Gauss-Laguerre quadrature. Recently, in [1, 2], based on Sobolev's method, the problem of construction of optimal quadrature formulas in the sense of Sard for numerical calculation of integrals (1) with integer $\omega$ was studied in Hilbert spaces $L_{2}^{(m)}$ and $W_{2}^{(m, m-1)}$.

In [13], the authors deal with the construction of an optimal quadrature formula for approximation of Fourier integrals in the Sobolev space $L_{2}^{(1)}[a, b]$ of nonperiodic, complexvalued functions that are square integrable with first-order derivative. There, the quadrature sum consists of a linear combination of the given function values in a uniform grid. The difference between the integral and the quadrature sum is estimated by the norm of the error functional. The optimal quadrature formula is obtained by minimizing the norm of the error functional with respect to coefficients. Moreover, several numerical results are presented and the obtained optimal quadrature formula is applied to reconstruct the Xray Computed Tomography image by approximating Fourier transforms. We note that the results of the paper were generalized for functions of the Sobolev space $L_{2}^{(m)}$ in [14].

In the work [15], the construction process of the optimal quadrature formulas for weighted integrals is presented in the Sobolev space $\widetilde{L}_{2}^{(m)}(0,1)$ of complex-valued periodic functions that are square integrable with $m$ th-order derivative. In particular, optimal quadrature formulas are given for Fourier coefficients. There, using the optimal quadrature formulas the approximation formulas for Fourier integrals $\int_{a}^{b} e^{2 \pi \omega x} f(x) d x$ with $\omega \in \mathbb{R}$ are obtained. In the cases $m=1,2$, and 3, the obtained approximation formulas are applied for reconstruction of Computed Tomography (CT) images coming from the filtered backprojection method. Compared with the optimal quadrature formulas in the nonperiodic case, the approximation formula for the periodic case is much simpler, therefore, it is easy to implement and involves less computation.
We note that quadrature and cubature formulas with extremal properties play an important role in applications. The works [7, 8] and [9] also deal with some extremality properties. In these works, the authors considered a sequence of positive linear operators that map $C(\Omega)$ into itself, where $\Omega$ is a compact convex subset of $\mathbb{R}^{d}$. In [8], they established Korovkin-type theorems. In the work [9], the authors studied cubature formulas on $\Omega$ that approximate the integral of every convex function from above. They are called negativedefinite formulas. For aiming at "good" negative-definite formulas the authors introduced and studied three extremal properties named as minimal, best, and optimal.
The present work is devoted to numerical calculation of the integrals $F_{s}(\omega)$ and $F_{c}(\omega)$ with high accuracy.
For this, here in the space $L_{2}^{(m)}(0,1)$, we consider quadrature formulas of the forms

$$
\begin{equation*}
\int_{0}^{1} \sin (2 \pi \omega x) \varphi(x) d x \cong \sum_{\beta=0}^{N} C_{s}[\beta] \varphi[\beta] \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} \cos (2 \pi \omega x) \varphi(x) d x \cong \sum_{\beta=0}^{N} C_{c}[\beta] \varphi[\beta] \tag{3}
\end{equation*}
$$

where $C_{s}[\beta]$ and $C_{c}[\beta]$ are coefficients, $[\beta]=h \beta, h=\frac{1}{N}, N$ is a natural number, $\omega \in \mathbb{R}$, and $\omega \neq 0 . L_{2}^{(m)}(0,1)$ is the Sobolev space of function $\varphi$ that are square integrable with $m$ th generalized derivative and equipped with the norm

$$
\|\varphi\|_{L_{2}^{(m)}(0,1)}=\left(\int_{0}^{1}\left(\varphi^{(m)}(x)\right)^{2} d x\right)^{1 / 2} .
$$

It should be noted that constructions of optimal quadrature formulas with sine and cosine weight functions of the forms (2) and (3) in the Sobolev space $L_{2}^{(m)}$ were considered in the works [3] and [12], respectively. In the present paper, for completeness, we give the results for optimal quadrature formulas of the form (2) obtained in [3] and we obtain a more simplified system for determining the coefficient of optimal quadrature formulas (3) that requires a smaller amount of calculation than the results of the work [12]. Along with these, we obtain a more simplified form of the results [14] by linear combination of optimal quadrature formulas of the form (2) and (3).
The rest of the paper is organized as follows. In Sect. 2 we state the problem of construction of weighted optimal quadrature formulas in the space $L_{2}^{(m)}(0,1)$. In Sect. 3 we give some definitions and preliminary results. In Sect. 4 we construct trigonometric weighted optimal quadrature formulas and find the optimal coefficients. Finally, in Sect. 5 we present some numerical results of the upper bounds for the errors of the optimal quadrature formulas in the forms (2) and (3).

## 2 Statement of the problem

In this section, we consider a weighted quadrature formula of the form

$$
\begin{equation*}
\int_{0}^{1} p(x) \varphi(x) d x \cong \sum_{\beta=0}^{N} C[\beta] \varphi[\beta], \tag{4}
\end{equation*}
$$

where $p(x)$ is a weight function, $\int_{0}^{1} p(x) d x<\infty,[\beta]=h \beta, h=1 / N, N$ is a natural number, $C[\beta]$ are coefficients of the formula (4), and $\varphi$ is a function of the space $L_{2}^{(m)}(0,1)$. In the following, for convenience we denote the space $L_{2}^{(m)}(0,1)$ as $L_{2}^{(m)}$.

The following difference is called the error of the quadrature formula (4)

$$
\begin{equation*}
(\ell, \varphi)=\int_{-\infty}^{\infty} \ell(x) \varphi(x) d x=\int_{0}^{1} p(x) \varphi(x) d x-\sum_{\beta=0}^{N} C[\beta] \varphi[\beta] . \tag{5}
\end{equation*}
$$

Here, $\ell$ is an error functional corresponding to the quadrature formula (4) and it belongs to the conjugate space $L_{2}^{(m) *}$. The functional $\ell$ has the form

$$
\begin{equation*}
\ell(x)=\varepsilon_{[0,1]}(x) p(x)-\sum_{\beta=0}^{N} C[\beta] \delta(x-[\beta]) \tag{6}
\end{equation*}
$$

here, $\varepsilon_{[0,1]}(x)$ is the characteristic function of the interval $[0,1], \delta$ is the Dirac delta function.
The following conditions are imposed because the functional $\ell$ is defined on the space $L_{2}^{(m)}$

$$
\begin{equation*}
\left(\ell, x^{\alpha}\right)=0, \quad \alpha=0,1,2, \ldots, m-1 . \tag{7}
\end{equation*}
$$

The last equations mean exactness of the quadrature formula (4) for any polynomial of degree ( $m-1$ ).

It is known that by the Cauchy-Schwarz inequality

$$
|(\ell, \varphi)| \leq\left|\left|\varphi\left\|_{L_{2}^{(m)}} \cdot\right\| \ell\right|_{L_{2}^{(m) *}}\right.
$$

the error (5) can be estimated by the norm of the error functional (6)

$$
\|\ell\|_{L_{2}^{(m) *}}=\sup _{\|\varphi\|_{L_{2}^{(m)}}=1}|(\ell, \varphi)| .
$$

In this way, the error estimate of the quadrature formula (4) on the space $L_{2}^{(m)}$ is reduced to finding a norm of the error functional $\ell(x)$ in the conjugate space $L_{2}^{(m) *}$. Hence, we state the following.

Problem 1 Find the coefficients $\stackrel{\circ}{C}[\beta]$ that give a minimum value to the quantity $\|\ell\|_{L_{2}^{(m) *}}$ and find the following

$$
\begin{equation*}
\inf _{C[\beta]}\|\ell\|_{L_{2}^{(m)}} \cdot \tag{8}
\end{equation*}
$$

The quadrature formula (4) with such coefficients $\stackrel{\circ}{C}[\beta]$ is called the optimal quadrature formula in the sense of Sard (see [17]), $\stackrel{\circ}{C}[\beta]$ are called the optimal coefficients and the corresponding error functional denoted by $\ell$ has the norm

$$
\|\ell\|_{L_{2}^{(m) *}}=\inf _{C[\beta]}\|\ell\|_{L_{2}^{(m) *}} .
$$

Thus, in order to solve Problem 1, first we should calculate $\|\ell\|_{L_{2}^{(m) *}}$ and then we have to find the optimal coefficients $\dot{C}[\beta]$ that give the minimum to $\|\ell\|_{L_{2}^{(m) *}}$.

It is well known that for any functional $\ell$ in $L_{2}^{(m) *}$ the following equality holds (see [21, 23])

$$
\begin{equation*}
\|\ell\|_{L_{2}^{(m) *}}^{2}=\left(\ell, \psi_{\ell}\right)=\int_{-\infty}^{\infty} \ell(x) \psi_{\ell}(x) d x, \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{\ell}(x)=\int_{-\infty}^{\infty} \ell(y) \frac{|x-y|^{2 m-1}}{2(2 m-1)!} d y+P_{m-1}(x) \tag{10}
\end{equation*}
$$

and $\psi_{\ell}$ is the extremal function for the error functional $\ell$ defined on the space $L_{2}^{(m)}[0,1]$, $P_{m-1}(x)$ is any polynomial of degree $(m-1)$. We note that the extremal function was found by Sobolev [20].

Then from (9), taking (7) and (10) into account, one can obtain

$$
\begin{align*}
\|\ell\|_{L_{2}^{(m) *}}^{2}= & (-1)^{m}\left(\sum_{\beta=0}^{N} \sum_{\gamma=0}^{N} C[\beta] C[\gamma] \frac{|[\beta]-[\gamma]|^{2 m-1}}{2(2 m-1)!}\right. \\
& -2 \sum_{\beta=0}^{N} C[\beta] \int_{0}^{1} p(x) \frac{|x-[\beta]|^{2 m-1}}{2(2 m-1)!} d x \\
& \left.+\int_{0}^{1} \int_{0}^{1} p(x) p(y) \frac{|x-y|^{2 m-1}}{2(2 m-1)!} d x d y\right) \tag{11}
\end{align*}
$$

See, for example [19].
Thus, for construction of optimal quadrature formulas of the form (4) we should find the minimum value of the expression (11) under the conditions (7). For this, we need some definitions and preliminary results that are given in the next section.

## 3 Definitions and preliminary results

In this section we give some definitions and known results that are necessary in the proof of the main results.
Here, we use the concept of discrete argument functions and operations on them given in [20, 23].

Assume that $\phi(x)$ and $\psi(x)$ are real-valued functions of real variables and are defined in the real line $\mathbb{R}$. We recall that $[\beta]=h \beta, \beta \in \mathbb{Z}, h=\frac{1}{N}$, where $N$ is a natural number.

Definition 1 Function $\phi[\beta]$ is a function of a discrete argument, if it is given on some set of integer values of $\beta$.

Definition 2 The inner product of two discrete functions $\phi[\beta]$ and $\psi[\beta]$ is the number

$$
[\phi, \psi]=\sum_{\beta=-\infty}^{\infty} \phi[\beta] \cdot \psi[\beta]
$$

if the series on the right-hand side of the last equality converges absolutely.

Definition 3 The convolution of two discrete functions $\phi[\beta]$ and $\psi[\beta]$ is the following inner product

$$
\phi[\beta] * \psi[\beta]=[\phi[\gamma], \psi[\beta-\gamma]]=\sum_{\gamma=-\infty}^{+\infty} \phi[\gamma] \cdot \psi[\beta-\gamma] .
$$

In this work, the discrete analog $D_{m}[\beta]$ of the operator $d^{2 m} / d x^{2 m}$ plays an important role in the construction of optimal formulas in $L_{2}^{(m)}(0,1)$ space. This discrete operator satisfies the equality

$$
\begin{equation*}
h D_{m}[\beta] * \frac{|[\beta]|^{2 m-1}}{2(2 m-1)!}=\delta[\beta], \tag{12}
\end{equation*}
$$

where $\delta[\beta]=\left\{\begin{array}{l}1, \beta=0, \\ 0, \beta \neq 0,\end{array}\right.$ and $*$ is the convolution for the discrete argument functions.

It should be noted that the discrete analog $D_{m}[\beta]$ of the operator $d^{2 m} / d x^{2 m}$ was first introduced and studied by Sobolev [20]. In [18], the discrete analog $D_{m}[\beta]$ was constructed and the following theorem was proved.

Theorem 1 The discrete analog to the differential operator $\frac{d^{2 m}}{d x^{2 m}}$ has the form

$$
D_{m}[\beta]=p \cdot \begin{cases}\sum_{k=1}^{m-1} A_{k} q_{k}^{|\beta|-1}, & |\beta| \geq 2  \tag{13}\\ 1+\sum_{k=1}^{m-1} A_{k}, & |\beta|=1, \\ C+\sum_{k=1}^{m-1} \frac{A_{k}}{q_{k}}, & \beta=0\end{cases}
$$

where

$$
p=\frac{(2 m-1)!}{h^{2 m}}, \quad A_{k}=\frac{\left(1-q_{k}\right)^{2 m+1}}{E_{2 m-1}\left(q_{k}\right)}, \quad C=-2^{2 m-1}
$$

$E_{2 m-1}(x)$ is the Euler-Frobenius polynomial of degree $(2 m-1), q_{k}$ are the roots of the EulerFrobenius polynomials $E_{2 m-2}(x)$ and satisfy the inequality $\left|q_{k}\right|<1$, and $h$ is a small positive parameter.

Moreover, several properties of the discrete analog $D_{m}[\beta]$ were studied in [20, p. 732] and [18]. Here, we need the following of them.

The discrete argument function $D_{m}[\beta]$ and the monomials $[\beta]^{k}$ are related to each other as follows

$$
\begin{equation*}
D_{m}[\beta] *[\beta]^{k}=0, \quad k=0,1, \ldots, 2 m-1 . \tag{14}
\end{equation*}
$$

The Euler-Frobenius polynomials $E_{k}(x), k=1,2, \ldots$ are defined by the following formula (see, e.g., [21, 22])

$$
\begin{equation*}
E_{k}(x)=\frac{(1-x)^{k+2}}{x} \cdot\left(x \frac{d}{d x}\right)^{k} \frac{x}{(1-x)^{2}} \tag{15}
\end{equation*}
$$

where $E_{0}(x)=1$. The following identity holds for the polynomial $E_{k}(x)$ :

$$
\begin{equation*}
E_{k}(x)=x^{k} E_{k}\left(\frac{1}{x}\right) \tag{16}
\end{equation*}
$$

Moreover, the following takes place.

Theorem 2 (Lemma 1.4.3 of [19]) The Euler-Frobenius polynomial of degree $k$ is determined by the formula

$$
\begin{equation*}
P_{k}(x)=(x-1)^{k+1} \sum_{i=0}^{k+1} \frac{\Delta^{i} 0^{k+1}}{(x-1)^{i}} \tag{17}
\end{equation*}
$$

i.e., $P_{k}(x)=E_{k}(x)$, where $\Delta^{i} 0^{k}=\sum_{l=1}^{i}(-1)^{i-l}\binom{i}{l} l^{k}$.

The coefficients of the Euler-Frobenius polynomial

$$
\begin{equation*}
E_{k}(x)=\sum_{m=0}^{k} a_{m, k} x^{m} \tag{18}
\end{equation*}
$$

of degree $k$ satisfy the equality $a_{m, k}=a_{k-m, k}, m=0,1, \ldots, k$.
From [10] we use the following formula

$$
\begin{equation*}
\sum_{\gamma=0}^{n-1} q^{\gamma} \gamma^{k}=\frac{1}{1-q} \sum_{i=0}^{k}\left(\frac{q}{1-q}\right)^{i} \Delta^{i} 0^{k}-\left.\frac{q^{n}}{1-q} \sum_{i=0}^{k}\left(\frac{q}{1-q}\right)^{i} \Delta^{i} \gamma^{k}\right|_{\gamma=n} \tag{19}
\end{equation*}
$$

where $\Delta^{i} \gamma^{k}$ is the finite difference of order $i$ of $\gamma^{k}$, and $q$ is a ratio of a geometric progression.
We also apply the following well-known formulas from [6]

$$
\begin{equation*}
\sum_{\gamma=0}^{\beta-1} \gamma^{k}=\sum_{j=1}^{k+1} \frac{k!B_{k+1-j}}{j!(k+1-j)!} \beta^{j} \tag{20}
\end{equation*}
$$

where $B_{k+1-j}$ are Bernoulli numbers, $k$ is a natural number, and

$$
\begin{equation*}
\Delta^{\alpha} x^{\nu}=\sum_{p=0}^{\nu}\binom{v}{p} \Delta^{\alpha} 0^{p} x^{\nu-p} . \tag{21}
\end{equation*}
$$

Further, we introduce the following notations

$$
\begin{align*}
& B_{1}=\frac{e^{2 \pi \mathrm{i} \omega h}}{\left(e^{2 \pi \mathrm{i} \omega h}-1\right)^{22}} E_{2 m-2}\left(e^{2 \pi \mathrm{i} \omega h}\right),  \tag{22}\\
& B_{2}=\frac{2 e^{2 \pi \mathrm{i} \omega h}}{2 \mathrm{i}\left(e^{2 \pi \mathrm{i} \omega h}-1\right)^{2 j+1}} E_{2 j-1}\left(e^{2 \pi \mathrm{i} \omega h}\right),  \tag{23}\\
& B_{3}=\frac{e^{2 \pi \mathrm{i} \omega h}\left(1-e^{2 \pi \mathrm{i} \omega}\right)-(-1)^{\alpha} e^{2 \pi \mathrm{i} \omega h}\left(1-e^{-2 \pi \mathrm{i} \omega}\right)}{\left(1-e^{2 \pi \mathrm{i} \omega h}\right)^{\alpha+1}} E_{\alpha-1}\left(e^{2 \pi \mathrm{i} \omega h}\right),  \tag{24}\\
& B_{4}=\sum_{j=1}^{\alpha-1}\binom{\alpha}{j} h^{j+1} \frac{e^{2 \pi \mathrm{i} \omega h+2 \pi \mathrm{i} \omega}-(-1)^{j} e^{2 \pi \mathrm{i} \omega h-2 \pi \mathrm{i} \omega}}{\left(1-e^{2 \pi \mathrm{i} \omega h}\right)^{j+1}} E_{j-1}\left(e^{2 \pi \mathrm{i} \omega h}\right), \tag{25}
\end{align*}
$$

where $E_{2 m-2}(x), E_{\alpha-1}(x), E_{2 j-1}(x)$, and $E_{j-1}(x)$ are Euler-Frobenius polynomials, and $\mathrm{i}^{2}=-1$.
In the next section we present the main results, i.e., we find the analytic expressions for coefficients of the optimal quadrature formulas of the forms (2) and (3).

## 4 Main results

For the quadrature formulas of the forms (2) and (3) we have the error functionals

$$
\ell_{s}(x)=\varepsilon_{[0,1]}(x) \sin (2 \pi \omega x)-\sum_{\beta=0}^{N} C_{s}[\beta] \delta(x-[\beta])
$$

and

$$
\ell_{c}(x)=\varepsilon_{[0,1]}(x) \cos (2 \pi \omega x)-\sum_{\beta=0}^{N} C_{c}[\beta] \delta(x-[\beta])
$$

respectively. For the norms of the functionals $\ell_{s}$ and $\ell_{c}$ from (11) when $p(x)=\sin (2 \pi \omega x)$ and $p(x)=\cos (2 \pi \omega x)$, we obtain the following expressions, respectively:

$$
\begin{align*}
\left\|\ell_{s}\right\|_{L_{2}^{(m) *}}^{2}= & (-1)^{m}\left(\sum_{\beta=0}^{N} \sum_{\gamma=0}^{N} C_{s}[\beta] C_{s}[\gamma] \frac{|[\beta]-[\gamma]|^{2 m-1}}{2(2 m-1)!}\right. \\
& -2 \sum_{\beta=0}^{N} C_{s}[\beta] \int_{0}^{1} \sin (2 \pi \omega x) \frac{|x-[\beta]|^{2 m-1}}{2(2 m-1)!} d x \\
& \left.+\int_{0}^{1} \int_{0}^{1} \sin (2 \pi \omega x) \sin (2 \pi \omega y) \frac{|x-y|^{2 m-1}}{2(2 m-1)!} d x d y\right) \tag{26}
\end{align*}
$$

and

$$
\begin{align*}
\left\|\ell_{c}\right\|_{L_{2}^{(m) *}}^{2}= & (-1)^{m}\left(\sum_{\beta=0}^{N} \sum_{\gamma=0}^{N} C_{c}[\beta] C_{c}[\gamma] \frac{|[\beta]-[\gamma]|^{2 m-1}}{2(2 m-1)!}\right. \\
& -2 \sum_{\beta=0}^{N} C_{c}[\beta] \int_{0}^{1} \cos (2 \pi \omega x) \frac{|x-[\beta]|^{2 m-1}}{2(2 m-1)!} d x \\
& \left.+\int_{0}^{1} \int_{0}^{1} \cos (2 \pi \omega x) \cos (2 \pi \omega y) \frac{|x-y|^{2 m-1}}{2(2 m-1)!} d x d y\right) . \tag{27}
\end{align*}
$$

In order to find the optimal coefficients $\stackrel{\circ}{C}_{s}[\gamma]$ and $\stackrel{\circ}{C}_{c}[\gamma]$ for $\gamma=0,1, \ldots, N$ that give the minimum to $\left\|\ell_{s}\right\|_{L_{2}^{(m) *}}^{2}$ and $\left\|\ell_{c}\right\|_{L_{2}^{(m) *}}^{2}$ under the conditions (7), respectively, we use the Lagrange method of undetermined multipliers. Then, we obtain the following systems of linear equations for the optimal coefficients $\dot{C}_{s}[\gamma]$ :

$$
\begin{align*}
& \sum_{\gamma=0}^{N} \stackrel{\circ}{C}_{s}[\gamma] \frac{|[\beta]-[\gamma]|^{2 m-1}}{2(2 m-1)!}+P_{s, m-1}[\beta]=f_{s, m}[\beta], \quad \beta=0,1, \ldots, N,  \tag{28}\\
& \sum_{\gamma=0}^{N} \dot{C}_{s}[\gamma][\gamma]^{\alpha}=g_{s, \alpha}, \quad \alpha=0,1, \ldots, m-1, \tag{29}
\end{align*}
$$

where

$$
\begin{align*}
& f_{s, m}[\beta]= \frac{(-1)^{m}}{(2 \pi \omega)^{2 m}} \sin (2 \pi \omega[\beta])-\sum_{\alpha=0}^{2 m-1} \frac{[\beta]^{2 m-1-\alpha} \cdot(-1)^{\alpha}}{2 \cdot \alpha!(2 m-1-\alpha)!} \cdot g_{s, \alpha} \\
&+\sum_{\alpha=0}^{2 m-1} \frac{(-1)^{\alpha}[\beta]^{2 m-1-\alpha}}{(2 m-1-\alpha)!} \cos \left(\frac{\alpha \pi}{2}\right),  \tag{30}\\
& g_{s, \alpha}=-\sum_{k=0}^{\alpha-1} \frac{\alpha!}{(\alpha-k)!} \frac{\cos \left(2 \pi \omega+\frac{k \pi}{2}\right)}{(2 \pi \omega)^{k+1}}-\frac{2 \alpha!\sin (\pi \omega)}{(2 \pi \omega)^{\alpha+1}} \sin \left(\pi \omega+\frac{\alpha \pi}{2}\right) \tag{31}
\end{align*}
$$

and for $\dot{C}_{c}[\gamma]$ :

$$
\begin{align*}
& \sum_{\gamma=0}^{N} \dot{C}_{c}[\gamma] \frac{|[\beta]-[\gamma]|^{2 m-1}}{2(2 m-1)!}+P_{c, m-1}[\beta]=f_{c, m}[\beta], \quad \beta=0,1, \ldots, N,  \tag{32}\\
& \sum_{\gamma=0}^{N} \dot{C}_{c}[\gamma][\gamma]^{\alpha}=g_{c, \alpha}, \quad \alpha=0,1, \ldots, m-1 \tag{33}
\end{align*}
$$

where

$$
\begin{align*}
& f_{c, m}[\beta]= \frac{(-1)^{m}}{(2 \pi \omega)^{2 m}} \cos (2 \pi \omega[\beta])-\sum_{\alpha=0}^{2 m-1} \frac{[\beta]^{2 m-1-\alpha} \cdot(-1)^{\alpha}}{2 \cdot \alpha!(2 m-1-\alpha)!} \cdot g_{c, \alpha} \\
&+\sum_{\alpha=0}^{2 m-1} \frac{(-1)^{\alpha}[\beta]^{2 m-1-\alpha}}{(2 m-1-\alpha)!(2 \pi \omega)^{\alpha+1}} \sin \left(\frac{\alpha \pi}{2}\right),  \tag{34}\\
& g_{c, \alpha}=\sum_{k=0}^{\alpha-1} \frac{\alpha!}{(\alpha-k)!} \frac{\sin \left(2 \pi \omega+\frac{k \pi}{2}\right)}{(2 \pi \omega)^{k+1}}+\frac{2 \alpha!\sin (\pi \omega)}{(2 \pi \omega)^{\alpha+1}} \cos \left(\pi \omega+\frac{\alpha \pi}{2}\right) . \tag{35}
\end{align*}
$$

In [20] it is proved that each of the systems (28), (29) and (32), (33) has a unique solution for any fixed $N$ satisfying the inequality $N+1 \geq m$.
We note that in the (28), (29) and (32), (33) the coefficients $\dot{C}_{s}[\gamma]$ and $\dot{C}_{c}[\gamma]$, polynomials $P_{s, m-1}[\beta]$ and $P_{c, m-1}[\beta]$ are unknowns.

Our aim is to obtain the exact solutions of the systems (28), (29) and (32), (33), respectively.

The following theorems hold.

Theorem 3 The optimal quadrature formulas in the sense of Sard of the form (2) in the space $L_{2}^{(m)}(0,1)$ when $\omega \in \mathbb{R}$ and $\omega h \notin \mathbb{Z}$ have the coefficients with the following analytic expressions

$$
\begin{align*}
& \dot{C}_{s}[0]=h\left[\frac{1}{2 \pi \omega h}-K_{m, \omega} \frac{\cos (\pi \omega h)}{2 \sin (\pi \omega h)}+\sum_{k=1}^{m-1} \frac{m_{s, k} q_{k}-n_{s, k} q_{k}^{N}}{q_{k}-1}\right], \\
& \dot{C}_{s}[\beta]=h\left[K_{m, \omega} \sin (2 \pi \omega h \beta)+\sum_{k=1}^{m-1}\left(m_{s, k} q_{k}^{\beta}+n_{s, k} q_{k}^{N-\beta}\right)\right], \quad \beta=\overline{1, N-1},  \tag{36}\\
& \dot{C}_{s}[N]=h\left[-\frac{\cos (2 \pi \omega)}{2 \pi \omega h}+K_{m, \omega} \frac{\cos (2 \pi \omega-\pi \omega h)}{2 \sin (\pi \omega h)}+\sum_{k=1}^{m-1} \frac{-m_{s, k} q_{k}^{N}+n_{s, k} q_{k}}{q_{k}-1}\right],
\end{align*}
$$

where

$$
K_{m, \omega}=\left(\frac{\sin (\pi \omega h)}{\pi \omega h}\right)^{2 m} \frac{(2 m-1)!}{2 \sum_{k=0}^{m-2} a_{k, 2 m-2} \cos (2 \pi \omega h(m-1-k))+a_{m-1,2 m-2}},
$$

$q_{k}$ are the roots of the Euler-Frobenius polynomial $E_{2 m-2}(x)$ with $\left|q_{k}\right|<1, a_{k, \alpha}$ are the kth coefficients of the Euler-Frobenius polynomial of degree $\alpha$, and $m_{s, k}$ and $n_{s, k}$ satisfy the
system of linear equations

$$
\begin{aligned}
& \sum_{k=1}^{m-1} \frac{m_{s, k} q_{k}-(-1)^{j} n_{s, k} q_{k}^{N+1}}{\left(q_{k}-1\right)^{j+1}} E_{j-1}\left(q_{k}\right) \\
& \quad=-\frac{(-1)^{j} j!\cos \left(\frac{\pi j}{2}\right)}{(2 \pi \omega h)^{j+1}}-\frac{\left(1+(-1)^{j}\right) K_{m, \omega} e^{2 \pi \mathrm{i} \omega h}}{2 \mathrm{i}\left(e^{2 \pi \mathrm{i} \omega h}-1\right)^{j+1}} E_{j-1}\left(e^{2 \pi \mathrm{i} \omega h}\right), \quad j=\overline{1, m-1}, \\
& \sum_{k=1}^{m-1} \frac{m_{s, k} q_{k}^{N+1}-(-1)^{j} n_{s, k} q_{k}}{\left(1-q_{k}\right)^{j+1}} E_{j-1}\left(q_{k}\right) \\
& \quad=\frac{j!\cos \left(2 \pi \omega+\frac{\pi j}{2}\right)}{(2 \pi \omega h)^{j+1}}-\frac{\left(e^{2 \pi \mathrm{i} \omega}+(-1)^{j} e^{-2 \pi \mathrm{i} \omega}\right) K_{m, \omega} e^{2 \pi \mathrm{i} \omega h}}{2 \mathrm{i}\left(1-e^{2 \pi \mathrm{i} \omega h}\right)^{j+1}} E_{j-1}\left(e^{2 \pi \mathrm{i} \omega h}\right), \quad j=\overline{1, m-1} .
\end{aligned}
$$

Theorem 4 The optimal quadrature formulas in the sense of Sard of the form (2) in the space $L_{2}^{(m)}(0,1)$ when $\omega h \in \mathbb{Z}$ and $\omega \neq 0$ have the coefficients with the following analytic expressions

$$
\begin{aligned}
& \dot{C}_{s}[0]=h\left[\frac{1}{2 \pi \omega h}+\sum_{k=1}^{m-1} \frac{m_{s, k} q_{k}-n_{s, k} q_{k}^{N}}{q_{k}-1}\right], \\
& \dot{C}_{s}[\beta]=h\left[\sum_{k=1}^{m-1}\left(m_{s, k} q_{k}^{\beta}+n_{s, k} q_{k}^{N-\beta}\right)\right], \quad \beta=\overline{1, N-1}, \\
& \dot{C}_{s}[N]=h\left[-\frac{1}{2 \pi \omega h}+\sum_{k=1}^{m-1} \frac{-m_{s, k} q_{k}^{N}+n_{s, k} q_{k}}{q_{k}-1}\right],
\end{aligned}
$$

where $q_{k}$ are the roots of the Euler-Frobenius polynomial $E_{2 m-2}(x)$ with $\left|q_{k}\right|<1$, and $m_{s, k}$ and $n_{s, k}$ satisfy the system of linear equations

$$
\begin{aligned}
& \sum_{k=1}^{m-1} \frac{m_{s, k} q_{k}-(-1)^{j} n_{s, k} q_{k}^{N+1}}{\left(q_{k}-1\right)^{j+1}} E_{j-1}\left(q_{k}\right)=-\frac{(-1)^{j} j!\cos \left(\frac{\pi j}{2}\right)}{(2 \pi \omega h)^{j+1}}, \quad j=\overline{1, m-1} \\
& \sum_{k=1}^{m-1} \frac{m_{s, k} q_{k}^{N+1}-(-1)^{j} n_{s, k} q_{k}}{\left(1-q_{k}\right)^{j+1}} E_{j-1}\left(q_{k}\right)=\frac{\left.j!\cos \left(2 \pi \omega+\frac{\pi j}{2}\right)\right)}{(2 \pi \omega h)^{j+1}}, \quad j=\overline{1, m-1}
\end{aligned}
$$

Theorem 5 The optimal quadrature formulas in the sense of Sard of the form (3) in the space $L_{2}^{(m)}(0,1)$ when $\omega \in \mathbb{R}$ and $\omega h \notin \mathbb{Z}$ have the coefficients with the following analytical expressions

$$
\begin{align*}
& \dot{C}_{c}[0]=h\left(\frac{K_{m, \omega}}{2}+\sum_{k=1}^{m-1} \frac{m_{c, k} q_{k}-n_{c, k} q_{k}^{N}}{q_{k}-1}\right), \\
& \dot{C}_{c}[\beta]=h\left(K_{m, \omega} \cos (2 \pi \omega h \beta)+\sum_{k=1}^{m-1}\left(m_{c, k} q_{k}^{\beta}+n_{c, k} q_{k}^{N-\beta}\right)\right), \quad \beta=\overline{1, N-1},  \tag{37}\\
& \dot{C}_{c}[N]=h\left(-\frac{\sin (2 \pi \omega)}{2 \pi \omega h}-K_{m, \omega} \frac{\sin (2 \pi \omega-\pi \omega h)}{2 \sin (\pi \omega h)}+\sum_{k=1}^{m-1} \frac{-m_{c, k} q_{k}^{N}+n_{c, k} q_{k}}{q_{k}-1}\right),
\end{align*}
$$

where $m_{c, k}$ and $n_{c, k}$ satisfy the following system of linear equations

$$
\begin{aligned}
& \sum_{k=1}^{m-1} \frac{m_{c, k} q_{k}-(-1)^{j} n_{c, k} q_{k}^{N+1}}{\left(q_{k}-1\right)^{j+1}} E_{j-1}\left(q_{k}\right) \\
& \quad=\frac{(-1)^{j} j!\sin \left(\frac{\pi j}{2}\right)}{(2 \pi \omega h)^{j+1}}-\frac{\left(1-(-1)^{j}\right) K_{m, \omega} e^{2 \pi \mathrm{i} \omega h}}{2\left(e^{2 \pi \mathrm{i} \omega h}-1\right)^{j+1}} E_{j-1}\left(e^{2 \pi \mathrm{i} \omega h}\right), \quad j=\overline{1, m-1}, \\
& \sum_{k=1}^{m-1} \frac{m_{c, k} q_{k}^{N+1}-(-1)^{j} n_{c, k} q_{k}}{\left(1-q_{k}\right)^{j+1}} E_{j-1}\left(q_{k}\right) \\
& \quad=-\frac{j!\sin \left(2 \pi \omega+\frac{\pi j}{2}\right)}{(2 \pi \omega h)^{j+1}}-\frac{\left(e^{2 \pi \mathrm{i} \omega}-(-1)^{j} e^{-2 \pi \mathrm{i} \omega}\right) K_{m, \omega} e^{2 \pi \mathrm{i} \omega h}}{2\left(1-e^{2 \pi \mathrm{i} \omega h}\right)^{j+1}} E_{j-1}\left(e^{2 \pi \mathrm{i} \omega h}\right), \quad j=\overline{1, m-1},
\end{aligned}
$$

$q_{k}$ are the roots of the Euler-Frobenius polynomial $E_{2 m-2}(x)$ with $\left|q_{k}\right|<1, a_{k, \alpha}$ is the kth coefficient of the Euler-Frobenius polynomial of degree $\alpha$, and $K_{m, \omega}$ is defined in Theorem 3.

Theorem 6 The optimal quadrature formulas in the sense of Sard of the form (3) in the space $L_{2}^{(m)}(0,1)$ when $\omega h \in \mathbb{Z}$ and $\omega \neq 0$ have the coefficients with the following analytical expressions

$$
\begin{aligned}
& \dot{C}_{c}[0]=h\left(\sum_{k=1}^{m-1} \frac{m_{c, k} q_{k}-n_{c, k} q_{k}^{N}}{q_{k}-1}\right), \\
& \dot{C}_{c}[\beta]=h\left(\sum_{k=1}^{m-1}\left(m_{c, k} q_{k}^{\beta}+n_{c, k} q_{k}^{N-\beta}\right)\right), \quad \beta=\overline{1, N-1}, \\
& \left.\stackrel{\circ}{C}_{[ } N\right]=h\left(\sum_{k=1}^{m-1} \frac{-m_{c, k} q_{k}^{N}+n_{c, k} q_{k}}{q_{k}-1}\right),
\end{aligned}
$$

where $q_{k}$ are the roots of the Euler-Frobenius polynomial $E_{2 m-2}(x)$ with $\left|q_{k}\right|<1, m_{c, k}$ and $n_{c, k}$ satisfy the system of linear equations

$$
\begin{aligned}
& \sum_{k=1}^{m-1} \frac{m_{c, k} q_{k}-(-1)^{j} n_{c, k} q_{k}^{N+1}}{\left(q_{k}-1\right)^{j+1}} E_{j-1}\left(q_{k}\right)=\frac{(-1)^{j} j!\sin \left(\frac{j \pi}{2}\right)}{(2 \pi \omega h)^{j+1}}, \quad j=\overline{1, m-1}, \\
& \sum_{k=1}^{m-1} \frac{m_{c, k} q_{k}^{N+1}-(-1)^{j} n_{c, k} q_{k}}{\left(1-q_{k}\right)^{j+1}} E_{j-1}\left(q_{k}\right)=-\frac{j!\sin \left(2 \pi \omega+\frac{j \pi}{2}\right)}{(2 \pi \omega h)^{j+1}}, \quad j=\overline{1, m-1} .
\end{aligned}
$$

Now, we prove Theorem 3 . Theorems 4, 5, and 6 are proved similarly (see, for example [12]).

Proof of Theorem 3 First, we denote the left-hand-side of (28) by

$$
u_{s}[\beta]=\sum_{\gamma=0}^{N} C_{s}[\gamma] \frac{|[\beta]-[\gamma]|^{2 m-1}}{2 \cdot(2 m-1)!}+P_{s, m-1}[\beta] .
$$

We assume that $C_{s}[\gamma]=0$ for $\gamma<0$ and $\gamma>N$. Then, using Definition 3, for the function $u_{s}[\beta]$ we have the following representation

$$
\begin{equation*}
u_{s}[\beta]=C_{s}[\beta] * \frac{|[\beta]|^{2 m-1}}{2 \cdot(2 m-1)!}+P_{s, m-1}[\beta] . \tag{38}
\end{equation*}
$$

Now, we should express the coefficients $C_{s}[\beta]$ through the function $u_{s}[\beta]$.
Then, taking into account (12), (38), and (14), we obtain

$$
\begin{equation*}
C_{s}[\beta]=h D_{m}[\beta] * u_{s}[\beta] \quad \text { for } \beta \in \mathbb{Z} . \tag{39}
\end{equation*}
$$

Using (38), for the right-hand side of (39) we have

$$
\begin{aligned}
h D_{m}[\beta] * u_{s}[\beta] & =h D_{m}[\beta] *\left(C_{s}[\beta] * \frac{|[\beta]|^{2 m-1}}{2 \cdot(2 m-1)!}+P_{s, m-1}[\beta]\right) \\
& =h D_{m}[\beta] *\left(C_{s}[\beta] * \frac{|[\beta]|^{2 m-1}}{2 \cdot(2 m-1)!}\right)+h D_{m}[\beta] * P_{s, m-1}[\beta],
\end{aligned}
$$

where $P_{s, m-1}[\beta]$ is a polynomial of degree $(m-1)$ with respect to $[\beta]$. Hence, taking into account equalities (12) and (14), and keeping in mind the finiteness of the discrete argument function $C_{s}[\beta]$, we obtain

$$
\begin{aligned}
h D_{m}[\beta] * u_{s}[\beta] & =C_{s}[\beta] *\left(h D_{m}[\beta] * \frac{|[\beta]|^{2 m-1}}{2 \cdot(2 m-1)!}\right) \\
& =C_{s}[\beta] * \delta[\beta] \\
& =C_{s}[\beta] .
\end{aligned}
$$

From the other side, for calculating the convolution in the right-hand side of (39), i.e., to obtain optimal coefficients $C_{s}[\beta]$, the function $u_{s}[\beta]$ should be determined for all integer values of $\beta$. It is clear from (28) and (38) that

$$
\begin{equation*}
u_{s}[\beta]=f_{s, m}[\beta] \quad \text { for } \beta=0,1, \ldots, N . \tag{40}
\end{equation*}
$$

Now, we have to find the representation of $u_{s}[\beta]$ for $\beta=-1,-2, \ldots$ and $\beta=N+1, N+2, \ldots$. First, we consider the cases $\beta=-1,-2, \ldots$. Then, from (38), using the binomial formula, we have

$$
\begin{aligned}
u_{s}[\beta]= & -\sum_{\gamma=0}^{N} C_{s}[\gamma] \frac{([\beta]-[\gamma])^{2 m-1}}{2 \cdot(2 m-1)!}+P_{s, m-1}[\beta] \\
= & -\sum_{\gamma=0}^{N} C_{s}[\gamma] \sum_{\alpha=0}^{2 m-1} \frac{[\beta]^{2 m-1-\alpha}(-1)^{\alpha}[\gamma]^{\alpha}}{2 \cdot \alpha!(2 m-1-\alpha)!}+P_{s, m-1}[\beta] \\
= & -\sum_{\alpha=0}^{m-1} \frac{[\beta]^{2 m-1-\alpha}(-1)^{\alpha}}{2 \alpha!(2 m-1-\alpha)!} \sum_{\gamma=0}^{N} C_{s}[\gamma][\gamma]^{\alpha} \\
& -\sum_{\alpha=m}^{2 m-1} \frac{[\beta]^{2 m-1-\alpha}(-1)^{\alpha}}{2 \alpha!(2 m-1-\alpha)!} \sum_{\gamma=0}^{N} C_{s}[\gamma][\gamma]^{\alpha}+P_{s, m-1}[\beta]
\end{aligned}
$$

Hence, using (29), taking into account (31) and denoting

$$
\begin{equation*}
Q_{s, m-1}[\beta]=\sum_{\alpha=m}^{2 m-1} \frac{[\beta]^{2 m-1-\alpha}(-1)^{\alpha}}{2 \alpha!(2 m-1-\alpha)!} \sum_{\gamma=0}^{N} C_{s}[\gamma][\gamma]^{\alpha}, \tag{41}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
u_{s}[\beta]=-\sum_{\alpha=0}^{m-1} \frac{[\beta]^{2 m-1-\alpha}(-1)^{\alpha}}{2 \alpha!(2 m-1-\alpha)!} g_{s, \alpha}-Q_{s, m-1}[\beta]+P_{s, m-1}[\beta] \quad \text { for } \beta=-1,-2, \ldots \tag{42}
\end{equation*}
$$

Next, we turn our attention to the cases $\beta=N+1, N+2, \ldots$. Then, from (38), similarly using the binomial formula, we obtain

$$
\begin{aligned}
u_{s}[\beta]= & \sum_{\gamma=0}^{N} C_{s}[\gamma] \frac{([\beta]-[\gamma])^{2 m-1}}{2 \cdot(2 m-1)!}+P_{s, m-1}[\beta] \\
= & \sum_{\alpha=0}^{m-1} \frac{[\beta]^{2 m-1-\alpha}(-1)^{\alpha}}{2 \alpha!(2 m-1-\alpha)!} \sum_{\gamma=0}^{N} C_{s}[\gamma][\gamma]^{\alpha} \\
& +\sum_{\alpha=m}^{2 m-1} \frac{[\beta]^{2 m-1-\alpha}(-1)^{\alpha}}{2 \alpha!(2 m-1-\alpha)!} \sum_{\gamma=0}^{N} C_{s}[\gamma][\gamma]^{\alpha}+P_{s, m-1}[\beta] .
\end{aligned}
$$

From here, using (29), keeping in mind (41), we obtain

$$
\begin{equation*}
u_{s}[\beta]=\sum_{\alpha=0}^{m-1} \frac{[\beta]^{2 m-1-\alpha}(-1)^{\alpha}}{2 \alpha!(2 m-1-\alpha)!} g_{s, \alpha}+Q_{s, m-1}[\beta]+P_{s, m-1}[\beta] \quad \text { for } \beta=N+1, N+2, \ldots \tag{43}
\end{equation*}
$$

By combining equations (40), (42), and (43) for $u_{s}[\beta]$ we obtain

$$
u_{s}[\beta]= \begin{cases}-\sum_{\alpha=0}^{m-1} \frac{[\beta]^{2 m-1-\alpha}(-1)^{\alpha}}{2 \cdot \alpha!(2 m-1-\alpha)!} g_{s, \alpha}-Q_{s, m-1}[\beta]+P_{s, m-1}[\beta], & \beta<0,  \tag{44}\\ f_{s, m}[\beta], & \beta=\overline{0, N} \\ \sum_{\alpha=0}^{m-1} \frac{[\beta]^{2 m-1-\alpha}(-1)^{\alpha}}{2 \cdot \alpha!(2 m-1-\alpha)!} g_{s, \alpha}+Q_{s, m-1}[\beta]+P_{s, m-1}[\beta], & \beta>N,\end{cases}
$$

where $Q_{s, m-1}[\beta]$ and $P_{s, m-1}[\beta]$ are unknown polynomials of degree $(m-1)$ with respect to [ $\beta$ ].

Now, using Theorem 1 and equality (44), from (39), after some calculations for optimal coefficients we obtain

$$
\begin{equation*}
\stackrel{\circ}{C}_{s}[\beta]=h\left[K_{m, \omega} \sin (2 \pi \omega h \beta)+\sum_{k=1}^{m-1}\left(m_{s, k} q_{k}^{\beta}+n_{s, k} q_{k}^{N-\beta}\right)\right], \quad \beta=1,2, \ldots, N-1, \tag{45}
\end{equation*}
$$

where

$$
m_{s, k}=\frac{A_{k} p}{q_{k}} \sum_{\gamma=1}^{\infty} q_{k}^{\gamma}\left(-\sum_{\alpha=0}^{m-1} \frac{[-\gamma]^{2 m-1-\alpha}(-1)^{\alpha}}{2 \cdot \alpha!(2 m-1-\alpha)!} g_{s, \alpha}+P_{s, m-1}[-\gamma]-Q_{s, m-1}[-\gamma]-f_{s, m}[-\gamma]\right),
$$

$$
\begin{aligned}
n_{s, k}= & \frac{A_{k} p}{q_{k}} \sum_{\gamma=1}^{\infty} q_{k}^{\gamma}\left(\sum_{\alpha=0}^{m-1} \frac{[N+\gamma]^{2 m-1-\alpha}(-1)^{\alpha}}{2 \cdot \alpha!(2 m-1-\alpha)!} g_{s, \alpha}+P_{s, m-1}[N+\gamma]+Q_{s, m-1}[N+\gamma]\right. \\
& \left.-f_{s, m}[N+\gamma]\right),
\end{aligned}
$$

and $q_{k}, p, C$, and $A_{k}$ are given in Theorem $1, K_{m, \omega}$ is unknown and it will be found below.
Now, putting the representation (45) of the coefficients $\stackrel{\circ}{C}_{s}[\beta], \beta=1,2, \ldots, N-1$, into the left-hand side of equality (28), using identities (19), (20), (21), and equality (30), after some simplifications we obtain the following identity with respect to $[\beta]$ :

$$
\begin{aligned}
& \stackrel{\circ}{C}_{s}[0] \frac{[\beta]^{2 m-1}}{(2 m-1)!}+\sin (2 \pi \omega h \beta) \frac{K_{m, \omega} h^{2 m} e^{2 \pi \mathrm{i} \omega h}}{(2 m-1)!\left(e^{2 \pi \omega h}-1\right)^{2 m}} E_{2 m-2}\left(e^{2 \pi \mathrm{i} \omega h}\right) \\
&-\frac{[\beta]^{2 m-1} h}{(2 m-1)!}\left(-\frac{K_{m, \omega} \cos (\pi \omega h)}{2 \sin (\pi \omega h)}+\sum_{k=1}^{m-1} \frac{m_{s, k} q_{k}-n_{s, k} q_{k}^{N}}{q_{k}-1}\right) \\
&-\sum_{j=1}^{2 m-1}\binom{2 m-1}{j}[\beta]^{2 m-1-j} \frac{h^{j+1}}{(2 m-1)!}\left(\frac{K_{m, \omega}\left(1+(-1)^{j}\right) e^{2 \pi \mathrm{i} \omega h}}{2 \mathrm{i}\left(e^{2 \pi \mathrm{i} \omega h}-1\right)^{j+1}} E_{j-1}\left(e^{2 \pi \mathrm{i} \omega h}\right)\right. \\
&\left.+\sum_{k=1}^{m-1} \frac{m_{s, k} q_{k}-(-1)^{j} n_{s, k} q_{k}^{N+1}}{\left(q_{k}-1\right)^{j+1}} E_{j-1}\left(q_{k}\right)\right) \\
& \quad-\frac{1}{2} \sum_{j=m}^{2 m-1} \frac{[\beta]^{2 m-1-j}(-1)^{j}}{j!(2 m-1-j)!} \sum_{\gamma=0}^{N} C_{s}[\gamma][\gamma]^{j}+P_{s, m-1}[\beta] \\
&=-\frac{1}{2} \sum_{j=m}^{2 m-1} \frac{[\beta]^{2 m-1-j}(-1)^{j}}{j!(2 m-1-j)!} g_{s, j}-\sin (2 \pi \omega h \beta) \frac{(-1)^{m+1}}{(2 \pi \omega h)^{2 m}} \\
& \quad+\sum_{j=0}^{2 m-1} \frac{[\beta]^{2 m-1-j}(-1)^{j}}{(2 m-1-j)!(2 \pi \omega)^{j+1}} \cos \left(\frac{j \pi}{2}\right) .
\end{aligned}
$$

From here, equating the terms consisting of $\sin (2 \pi \omega h \beta)$ we obtain

$$
K_{m, \omega}=\left(\frac{\sin \pi \omega h}{\pi \omega h}\right)^{2 m} \frac{(2 m-1)!}{2 \sum_{k=0}^{m-2} a_{k, 2 m-2} \cos (2 \pi \omega h(m-1-k))+a_{m-1,2 m-2}},
$$

which is given in Theorem 1 and equating the similar terms of $[\beta]^{j}$ for $j=\overline{0, m-1}$, $j=\overline{m, 2 m-2}$ and $j=2 m-1$, separately, we obtain $P_{s, m-1}[\beta]$, the system of $(m-1)$ linear equations for $m_{s, k}, n_{s, k}$ and analytic expression for $\stackrel{\circ}{C}_{s}[0]$, respectively:

$$
\begin{aligned}
P_{s, m-1}[\beta]= & \sum_{j=m}^{2 m-1} \frac{[\beta]^{2 m-1-j}}{j!(2 m-1-j)!}\left[\frac{\left(1+(-1)^{j}\right) h^{j+1} K_{m, \omega} e^{2 \pi \mathrm{i} \omega h}}{2 \mathrm{i}\left(e^{2 \pi \mathrm{i} \omega h}-1\right)^{j+1}} E_{j-1}\left(e^{2 \pi \mathrm{i} \omega h}\right)\right. \\
& +h^{j+1} \sum_{k=1}^{m-1} \frac{m_{s, k} q_{k}-(-1)^{j} n_{s, k} q_{k}^{N+1}}{\left(q_{k}-1\right)^{j+1}} E_{j-1}\left(q_{k}\right)+\frac{(-1)^{j}}{2} \sum_{\gamma=0}^{N} C_{s}[\gamma][\gamma]^{j} \\
& \left.+\frac{(-1)^{j} j!\cos \left(\frac{\pi j}{2}\right)}{(2 \pi \omega)^{j+1}}-\frac{(-1)^{j}}{2} g_{j}\right],
\end{aligned}
$$

$$
\begin{align*}
\sum_{k=1}^{m-1} & \frac{m_{s, k} q_{k}-(-1)^{j} n_{s, k} q_{k}^{N+1}}{\left(q_{k}-1\right)^{j+1}} E_{j-1}\left(q_{k}\right) \\
& =-\frac{(-1)^{j} j!\cos \left(\frac{\pi j}{2}\right)}{(2 \pi \omega h)^{j+1}} \\
& \quad-\frac{\left(1+(-1)^{j}\right) K_{m, \omega} e^{2 \pi \mathrm{i} \omega h}}{2 \mathrm{i}\left(e^{2 \pi \mathrm{i} \omega h}-1\right)^{j+1}} E_{j-1}\left(e^{2 \pi \mathrm{i} \omega h}\right), \quad j=\overline{1, m-1}, \tag{46}
\end{align*}
$$

and

$$
\begin{equation*}
\stackrel{\circ}{C}_{s}[0]=h\left[\frac{1}{2 \pi \omega h}-K_{m, \omega} \frac{\sin 2 \pi \omega h}{2-2 \cos 2 \pi \omega h}+\sum_{k=1}^{m-1}\left(m_{s, k} \frac{q_{k}}{q_{k}-1}+n_{s, k} \frac{q_{k}^{N}}{1-q_{k}}\right)\right] . \tag{47}
\end{equation*}
$$

Next, from (29) when $\alpha=0$, using equalities (45) and (47) for $\stackrel{\circ}{C}_{s}[N]$ we have

$$
\begin{equation*}
\dot{C}_{s}[N]=h\left[\frac{\cos 2 \pi \omega}{2 \pi \omega h}-K_{m, \omega} \frac{\cos (2 \pi \omega-\pi \omega h)}{2 \sin \pi \omega h}+\sum_{k=1}^{m-1}\left(m_{s, k} \frac{q_{k}^{N}}{q_{k}-1}+n_{s, k} \frac{q_{k}}{1-q_{k}}\right)\right] . \tag{48}
\end{equation*}
$$

Finally, from (29) when $\alpha=1,2, \ldots, m-1$, taking into account (45), (47), and (48), using (15) -(21) and (22)-(25), after several calculations, we obtain the following system of ( m 1) linear equations for $m_{s, k}$ and $n_{s, k}$

$$
\begin{align*}
\sum_{k=1}^{m-1} & \frac{m_{s, k} q_{k}^{N+1}-(-1)^{j} n_{s, k} q_{k}}{\left(1-q_{k}\right)^{j+1}} E_{j-1}\left(q_{k}\right) \\
& =\frac{j!\cos \left(2 \pi \omega+\frac{\pi j}{2}\right)}{(2 \pi \omega h)^{j+1}} \\
& \quad-\frac{\left(e^{2 \pi \mathrm{i} \omega}+(-1)^{j} e^{-2 \pi \mathrm{i} \omega}\right) K_{m, \omega} e^{2 \pi \mathrm{i} \omega h}}{2 \mathrm{i}\left(1-e^{2 \pi \mathrm{i} \omega h}\right)^{j+1}} E_{j-1}\left(e^{2 \pi \mathrm{i} \omega h}\right), \quad j=\overline{1, m-1} \tag{49}
\end{align*}
$$

Hence, combining systems (46) and (49) we come to the system of $(2 m-2)$ linear equations that is given in the statement of Theorem 3.

Theorem 3 is proved.

Now, we consider the cases $m=1$ and $m=2$. We have the following results for the same $\omega \in \mathbb{R}$.

Corollary 1 Coefficients of the optimal quadrature formulas of the form (2) in the sense of Sard in the space $L_{2}^{(1)}(0,1)$ when $\omega \in \mathbb{R}$ and $\omega h \notin \mathbb{Z}$ have the form

$$
\begin{aligned}
& C_{s}[0]=h\left[\frac{1}{2 \pi \omega h}-\left(\frac{\sin (\pi \omega h)}{\pi \omega h}\right)^{2} \frac{\cos (\pi \omega h)}{2 \sin (\pi \omega h)}\right] \\
& C_{s}[\beta]=h\left(\frac{\sin (\pi \omega h)}{\pi \omega h}\right)^{2} \sin (2 \pi \omega[\beta]), \quad \beta=\overline{1, N-1}, \\
& C_{s}[N]=h\left[-\frac{\cos (2 \pi \omega)}{2 \pi \omega h}+\left(\frac{\sin (\pi \omega h)}{\pi \omega h}\right)^{2} \frac{\cos (2 \pi \omega-\pi \omega h)}{2 \sin (\pi \omega h)}\right],
\end{aligned}
$$

where $[\beta]=h \beta$ and $h=\frac{1}{N}$.

It should be noted that Corollary 1 is Corollary 2 of the work [13].

Corollary 2 Coefficients of the optimal quadrature formulas of the form (2) in the sense of Sard in the space $L_{2}^{(2)}(0,1)$ when $\omega \in \mathbb{R}$ and $\omega h \notin \mathbb{Z}$ have the form

$$
\begin{aligned}
& C_{s}[0]=h\left(\frac{1}{2 \pi \omega h}-\frac{K_{2, \omega} \cos (\pi \omega h)}{2 \sin (\pi \omega h)}+\frac{m_{s, 1} q_{1}-n_{s, 1} q_{1}^{N}}{q_{1}-1}\right), \\
& C_{s}[\beta]=h\left(K_{2, \omega} \sin (2 \pi \omega[\beta])+m_{s, 1} q_{1}^{\beta}+n_{s, 1} q_{1}^{N-\beta}\right), \quad \beta=\overline{1, N-1}, \\
& C_{s}[N]=h\left(-\frac{\cos (2 \pi \omega)}{2 \pi \omega h}+\frac{K_{2, \omega} \cos (2 \pi \omega-\pi \omega h)}{2 \sin (\pi \omega h)}+\frac{-m_{s, 1} q_{1}^{N}+n_{s, 1} q_{1}}{q_{1}-1}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& K_{2, \omega}=\left(\frac{\sin (\pi \omega h)}{\pi \omega h}\right)^{4} \frac{3}{2+\cos (2 \pi \omega h)}, \\
& m_{s, 1}=\frac{q_{1}^{N}\left(1-q_{1}\right)^{2} \sin (2 \pi \omega)}{q_{1}\left(q_{1}^{2 N}-1\right)}\left[-\frac{1}{(2 \pi \omega h)^{2}}+\frac{K_{2, \omega}}{2(1-\cos (2 \pi \omega h))}\right], \\
& n_{s, 1}=\frac{\left(1-q_{1}\right)^{2} \sin (2 \pi \omega)}{q_{1}\left(1-q_{1}^{2 N}\right)}\left[-\frac{1}{(2 \pi \omega h)^{2}}+\frac{K_{2, \omega}}{2(1-\cos (2 \pi \omega h))}\right] . \\
& {[\beta]=h \beta, h=\frac{1}{N} \text { and } q_{1}=\sqrt{3}-2 .}
\end{aligned}
$$

Corollary 3 Coefficients of the optimal quadrature formulas of the form (3) in the sense of Sard in the space $L_{2}^{(1)}(0,1)$ when $\omega \in \mathbb{R}$ and $\omega h \notin \mathbb{Z}$ have the form

$$
\begin{aligned}
& C_{c}[0]=\frac{h}{2}\left(\frac{\sin (\pi \omega h)}{\pi \omega h}\right)^{2}, \\
& C_{c}[\beta]=h\left(\frac{\sin (\pi \omega h)}{\pi \omega h}\right)^{2} \cos (2 \pi \omega[\beta]), \quad \beta=\overline{1, N-1}, \\
& C_{c}[N]=h\left(\frac{\sin (2 \pi \omega)}{2 \pi \omega h}-\left(\frac{\sin (\pi \omega h)}{\pi \omega h}\right)^{2} \frac{\sin (2 \pi \omega-\pi \omega h)}{2 \sin (\pi \omega h)}\right),
\end{aligned}
$$

where $[\beta]=h \beta$ and $h=\frac{1}{N}$.

We note that Corollary 3 is Corollary 1 of the work [13].

Corollary 4 Coefficients of the optimal quadrature formulas of the form (3) in the sense of Sard in the space $L_{2}^{(2)}(0,1)$ when $\omega \in \mathbb{R}$ and $\omega h \notin \mathbb{Z}$ have the form

$$
\begin{aligned}
& C_{c}[0]=h\left(\frac{K_{2, \omega}}{2}+\frac{m_{c, 1} q_{1}-n_{c, 1} q_{1}^{N}}{q_{1}-1}\right), \\
& C_{c}[\beta]=h\left(K_{2, \omega} \cos (2 \pi \omega[\beta])+m_{c, 1} q_{1}^{\beta}+n_{c, 1} q_{1}^{N-\beta}\right), \quad \beta=\overline{1, N-1}, \\
& C_{c}[N]=h\left(\frac{\sin (2 \pi \omega)}{2 \pi \omega h}-\frac{K_{2, \omega} \sin (2 \pi \omega-\pi \omega h)}{2 \sin (\pi \omega h)}+\frac{-m_{c, 1} q_{1}^{N}+n_{c, 1} q_{1}}{q_{1}-1}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
K_{2, \omega} & =\left(\frac{\sin (\pi \omega h)}{\pi \omega h}\right)^{4} \frac{3}{2+\cos (2 \pi \omega h)}, \\
n_{c, 1} & =-\frac{\left(\cos (2 \pi \omega)-q_{1}^{N}\right)\left(1-q_{1}\right)^{2}}{q_{1}}\left[\frac{1}{(2 \pi \omega h)^{2}}+\frac{K_{2, \omega}}{2(\cos (2 \pi \omega h)-1)}\right], \\
m_{c, 1} & =\frac{\left(1-q_{1}\right)^{2}\left(\cos (2 \pi \omega)-q_{1}^{N}-1-q_{1}^{2 N}\right)}{q_{1}}\left[\frac{1}{(2 \pi \omega h)^{2}}+\frac{K_{2, \omega}}{2(\cos (2 \pi \omega h)-1)}\right], \\
{[\beta]=h \beta, h } & =\frac{1}{N} \text { and } q_{1}=\sqrt{3}-2 .
\end{aligned}
$$

Remark 1 Multiplying both sides of the approximate equality (2) by i (where $\mathrm{i}^{2}=-1$ ) and adding to the left- and right-hand sides of the approximate equality (3), respectively, we obtain the quadrature formula of the following form

$$
\begin{equation*}
\int_{0}^{1} e^{2 \pi \mathrm{i} \omega x} \varphi(x) d x \cong \sum_{\beta=0}^{N} C[\beta] \varphi[\beta] . \tag{50}
\end{equation*}
$$

It should be noted that the construction of optimal quadrature formulas of the form (50) in the space $L_{2}^{(m)}$ was solved in [14]. The coefficients of the optimal quadrature formulas in the form (50) can be also defined as follows

$$
\stackrel{\circ}{C}[\beta]=\dot{C}_{c}[\beta]+\mathrm{i} \dot{C}_{s}[\beta], \quad \beta=0,1, \ldots, N,
$$

where the optimal coefficients $\dot{C}_{s}[\beta]$ and $\dot{C}_{c}[\beta]$ are given in Theorems 3-6.
Thus, from the results of the present work one can obtain the results on optimal quadrature formulas of the form (50) of the work [14] with a more simplified system of linear equations for determining the optimal coefficients.

## 5 Numerical results

In this section we present numerical results of comparison for absolute errors of the optimal quadrature formula of the form (2) with sine weight in the case $m=2$ and a composite trapezoidal formula. We note that both of these formulas are exact for linear functions. We obtain the numerical results of this section using Maple.
It should be noted that the composite trapezoidal quadrature formula is the NewtonCotes rule of order 1.
As an example, we consider calculation of the following integral

$$
\begin{equation*}
I=\int_{0}^{1} x^{2} \sin (2 \pi \omega x) d x \tag{51}
\end{equation*}
$$

For convenience, we denote the integrand as $f(x)$, i.e., here $f(x)=x^{2} \sin (2 \pi \omega x)$.
We approximately calculate the integral $I$ by the composite trapezoidal rule. Then, the approximate value for the integral (51) is calculated as follows using the composite trapezoidal rule

$$
\begin{equation*}
A_{\mathrm{tr}}=\sum_{i=0}^{N-1} \frac{x_{i}^{2} \sin \left(2 \pi \omega x_{i}\right)+x_{i+1}^{2} \sin \left(2 \pi \omega x_{i+1}\right)}{2} \cdot\left(x_{i+1}-x_{i}\right) \tag{52}
\end{equation*}
$$

Table 1 The absolute values of the error (53) of the composite trapezoidal rule for $N=1,10,100,1000$ and $\omega=1.1,10.1,100.1,1000.1$

|  | $\omega=1.1$ | $\omega=10.1$ | $\omega=100.1$ | $\omega=1000.1$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $\left\|1-A_{\text {tr }}\right\|$ | $\left\|I-A_{\text {tr }}\right\|$ | $\left\|1-A_{\text {tr }}\right\|$ | $\left\|I-A_{\text {tr }}\right\|$ |
| $N=1$ | 3.874936(-1) | 3.063506(-1) | 2.951759(-1) | 2.940213(-1) |
| $N=10$ | 5.701761(-3) | 1.641521(-1) | 1.529774(-1) | 1.518228(-1) |
| $N=100$ | 5.639861(-5) | 4.407336(-4) | 1.529774(-1) | 1.504333(-1) |
| $N=1000$ | 5.639251(-7) | 4.376634(-6) | 4.278453(-5) | 1.504194(-1) |

 0.2938926261462361 . Number of subintervals used: 1 .


An approximation of $\int_{0.0}^{1.0} f(x) \mathrm{d} x$ using Newton Cotes' rule of
order 1, where $f(x)=x^{2} \sin (6.911503837897544 x)$ and the partition is uniform. The approximate value of the integral is -0.09354467208601163 . Number of subintervals used: 100


order 1, where $f(x)=x^{2} \sin (6.911503837897544 x)$ and the partition is uniform. The approximate value of the integral is -0.09360050677602673 . Number of subintervals used: 1000 .

Figure 1 The process of convergence for the composite trapezoidal rule for the case $\omega=1.1$ and $N=1,10,100,1000$

Hence, for the function $f(x)=x^{2} \sin (2 \pi \omega x)$ the error of the composite trapezoidal rule (52) is

$$
\begin{equation*}
I-A_{\mathrm{tr}}=\int_{0}^{1} x^{2} \sin (2 \pi \omega x) d x-\sum_{i=0}^{N-1} \frac{x_{i}^{2} \sin \left(2 \pi \omega x_{i}\right)+x_{i+1}^{2} \sin \left(2 \pi \omega x_{i+1}\right)}{2} \cdot\left(x_{i+1}-x_{i}\right) . \tag{53}
\end{equation*}
$$

In Table 1 we give the absolute values of the error (53) of the composite trapezoidal rule for $N=1,10,100,1000$ and $\omega=1.1,10.1,100.1,1000.1$.


Figure 2 The composite trapezoidal rule does not converge for $\omega>N$

It can be seen from the results given in Table 1 that the composite trapezoidal rule converges for $N \geq \omega$. In Fig. 1 the process of this convergence is graphically shown for the case $\omega=1.1$ and $N=1,10,100,1000$.
In Fig. 2 are given the graphs of numerical calculation of the integral (51) by the composite trapezoidal rule for the case $\omega=1.1,10.1,100.1,1000.1$, and $N=1$. Here, we can see that the composite quadrature process does not converge for $\omega>N$.
Now, we approximate the above integral (51) using the optimal quadrature formula of the form (2) with sine weight function in the case $m=2$. Then, we have the following approximate equality

$$
\begin{equation*}
\int_{0}^{1} \sin (2 \pi \omega x) \varphi(x) d x \cong \sum_{\beta=0}^{N} C_{s}[\beta] \varphi[\beta], \tag{54}
\end{equation*}
$$

for $\varphi(x)=x^{2}$ with optimal coefficients given in Corollary 2. The approximate value for the integral (51) is calculated as follows using the optimal quadrature formula

$$
A_{\mathrm{opt}}=\sum_{\beta=0}^{N} C_{s}[\beta][\beta]^{2}
$$

Table 2 The absolute values for the error (55) of the optimal quadrature formula (54) for $N=1,10,100,1000$ and $\omega=1.1,10.1,100.1,1000.1$

|  | $\omega=1.1$ | $\omega=10.1$ | $\omega=100.1$ | $\omega=1000.1$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $\left\|I-A_{\text {opt }}\right\|$ | $\left\|1-A_{\text {opt }}\right\|$ | $\left\|1-A_{\text {opt }}\right\|$ | $\left\|1-A_{\text {opt }}\right\|$ |
| $N=1$ | $1.114784(-2)$ | 1.444594(-4) | 1.484368(-6) | 1.488425(-8) |
| $N=10$ | $3.025851(-5)$ | 6.946015(-6) | 8.425457(-8) | 8.578893(-10) |
| $N=100$ | 2.843105(-8) | 3.005545(-8) | 7.045133(-9) | 8.440393(-11) |
| $N=1000$ | 2.845974(-11) | 2.842208(-11) | 3.003591(-11) | 7.055061(-12) |

Hence, for the function $\varphi(x)=x^{2}$ the error of the optimal quadrature formula (54) is

$$
\begin{equation*}
I-A_{\mathrm{opt}}=\int_{0}^{1} x^{2} \sin (2 \pi \omega x) d x-\int_{0}^{1} x^{2} \sin (2 \pi \omega x) d x-\sum_{\beta=0}^{N} C_{s}[\beta][\beta]^{2} \tag{55}
\end{equation*}
$$

Thus, the numerical results of Table 2 show convergence of the optimal quadrature formula (54) for $N \geq \omega$ and $N<\omega$.

## 6 Conclusion

In the present paper we constructed the optimal quadrature formulas for numerical calculation of Fourier sine and cosine integrals, when $\omega \in \mathbb{R}, \omega \neq 0$. We obtained analytic forms of coefficients for the constructed optimal quadrature formulas in the Sobolev space. In order to obtain the analytic forms of the optimal coefficients we used the Sobolev method that is based on the discrete analog of the differential operator $d^{2 m} / d x^{2 m}$. The obtained optimal quadrature formulas in the space $L_{2}^{(m)}$ are exact for any algebraic polynomial of degree $m-1$. We presented numerical results of comparison for absolute errors of the optimal quadrature formula of the form (2) with sine weight in the case $m=2$ and composite trapezoidal formula that show the advantage of the optimal quadrature formula.

## Acknowledgements

We are very thankful to the reviewers for valuable comments and remarks that have improved the quality of the paper.

## Funding

Not applicable.
Availability of data and materials
Not applicable.

## Declarations

## Competing interests

The authors declare that they have no competing interests

## Authors' contributions

The problem of the manuscript was stated by KS and AH. Proofs of the main theoretical results were obtained by AH and BB . The numerical results were obtained by BB . All authors read and approved the manuscript.

## Author details

${ }^{1}$ Tashkent State Transport University, 1 Odilkhojaev str., Tashkent 100167, Uzbekistan. ${ }^{2}$ V.I. Romanovskiy Institute of Mathematics, Uzbekistan Academy of Sciences, 4b University str., Tashkent 100174, Uzbekistan. ${ }^{3}$ National University of Uzbekistan named after M. Ulugbek, 4 University str., Tashkent 100174, Uzbekistan. ${ }^{4}$ Ferghana Polytechnical Institute, 86, Ferghana str., Ferghana 150100, Uzbekistan.

## Publisher's Note

## References

1. Boltaev, N.D., Hayotov, A.R., Milovanović, G.V., Shadimetov, Kh.M.: Optimal quadrature formulas for numerical evaluation of Fourier coefficients in $W_{2}^{(m, m-1)}$. J. Appl. Anal. Comput. 7(4), 1233-1266 (2017)
2. Boltaev, N.D., Hayotov, A.R., Shadimetov, Kh.M.: Construction of optimal quadrature formulas for Fourier coefficients in Sobolev space $L_{2}^{(m)}(0,1)$. Numer. Algorithms 74, 307-336 (2017)
3. Bozarov, B.I.: An optimal quadrature formula in the Sobolev space. Uzbek. Mat. Zh. 65(3), 46-59 (2021)
4. Filin, E.A.: A modification of Filon's method of numerical integration. J. Assoc. Comput. Mach. 7, 181-184 (1960)
5. Filon, L.N.G.: On a quadrature formula for trigonometric integrals. Proc. R. Soc. Edinb. 49, 38-47 (1928)
6. Gelfond, A.O.: Calculus of Finite Differences. Nauka, Moscow (1967)
7. Guessab, A., Nouisser, O., Schmeisser, G.: Enhancement of the algebraic precision of a linear operator and consequences under positivity. Positivity 13(4), 693-707 (2009)
8. Guessab, A., Schmeisser, G.: Two Korovkin-type theorems in multivariate approximation. Banach J. Math. Anal. 2(2), 121-128 (2008)
9. Guessab, A., Schmeisser, G.: Negative definite cubature formulae, extremality and Delaunay triangulation. Constr. Approx. 31(1), 95-113 (2010)
10. Hamming, R.W.: Numerical Methods for Scientists and Engineers. McGraw Bill Book Company, Inc., USA (1962)
11. Hayotov, A.R., Babaev, S.S.: Optimal quadrature formulas for computing of Fourier integrals in $W_{2}^{(m, m-1)}$ space. AIP Conf. Proc. 2365, 020021 (2021)
12. Hayotov, A.R., Bozarov, B.I.: Optimal quadrature formulas with the trigonometric weight in the Sobolev space. AIP Conf. Proc. 2365, 020022 (2021)
13. Hayotov, A.R., Jeon, S., Lee, C.-O.: On an optimal quadrature formula for approximation of Fourier integrals in the space $L_{2}^{(1)}$. J. Comput. Appl. Math. 372, 112713 (2020)
14. Hayotov, A.R., Jeon, S., Lee, C.-O., Shadimetov, Kh.M.: Optimal quadrature formulas for nonperiodic functions in Sobolev space and its application to CT image reconstruction. Filomat 35(12), 4177-4195 (2021)
15. Hayotov, A.R., Jeon, S., Shadimetov, Kh.M.: Application of optimal quadrature formulas for reconstruction of CT images. J. Comput. Appl. Math. 388, 113313 (2021)
16. Luke, Y.L.: On the computation of oscillatory integrals. Proc. Camb. Philol. Soc. 50, 269-277 (1954)
17. Sard, A.: Best approximate integration formulas, best approximation formulas. Am. J. Math. 71, 80-91 (1949)
18. Shadimetov, Kh.M.: Discrete analogue of the operator and its construction. Questions of Computational and Applied Mathematics, Tashkent, 22-35 (1985), (in Russian)
19. Shadimetov, Kh.M.: Optimal lattice quadrature formulas in Sobolev spaces. Monograph, Tashkent, Fan va Texnologiya 220 (2019)
20. Sobolev, S.L.: Introduction to the Theory of Cubature Formulas. Nauka, Moscow (1974). (in Russian)
21. Sobolev, S.L.: The coefficients of optimal quadrature formulas. In: Selected Works of S.L. Sobolev. Springer, Berlin (2006)
22. Sobolev, S.L.: On the roots of Euler polynomials. In: Selected Works of S.L. Sobolev. Springer, Berlin (2006)
23. Sobolev, S.L., Vaskevich, V.L.: The Cubature Formulas. Novosibirsk (1996). (in Russian)

## Submit your manuscript to a SpringerOpen ${ }^{\ominus}$ journal and benefit from:

- Convenient online submission
- Rigorous peer review
- Open access: articles freely available online
- High visibility within the field
- Retaining the copyright to your article

Submit your next manuscript at $\downarrow$ springeropen.com


[^0]:    © The Author(s) 2022. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

