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#### Abstract

The complete convergence results for weighted sums of widely orthant-dependent random variables are obtained. A strong law of large numbers for weighted sums of widely orthant-dependent random variables is also obtained. Our results extend and generalize some results of Chen and Sung (J. Inequal. Appl. 2018:121, 2018), Zhang et al. (J. Math. Inequal. 12:1063-1074, 2018), Chen and Sung (Stat. Probab. Lett. 154:108544, 2019), Lang et al. (Rev. Mat. Complut., 2020, https://doi.org/10.1007/s13163-020-00369-5), and Liang (Stat. Probab. Lett. 48:317-325, 2000). MSC: 60F15 Keywords: Complete convergence; Strong law of large numbers; Weighted sum; Widely orthant-dependent random variable


## 1 Introduction

Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of random variables and let $\left\{a_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ be an array of constant. Since many linear statistics such as least-squares estimators, nonparametric regression function estimators and jackknife estimators are of the form of weighted sums $\sum_{k=1}^{n} a_{n k} X_{k}$, it is important to study the limiting behavior of the weighted sums.
The complete convergence was introduced by Hsu and Robbins [10] as follows. A sequence $\left\{X_{n}, n \geq 1\right\}$ of random variables converges completely to the constant $\theta$ if $\sum_{n=1}^{\infty} P\left(\left|X_{n}-\theta\right|>\varepsilon\right)<\infty$ for all $\varepsilon>0$. Note that the complete convergence implies almost sure convergence in view of the Borel-Cantelli lemma. The complete convergence is also used to characterize the rate of convergence.

In this paper, we will focus on the array weights $\left\{a_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ of real numbers satisfying

$$
\begin{equation*}
\sum_{k=1}^{n}\left|a_{n k}\right|^{\alpha}=O(n) \tag{1.1}
\end{equation*}
$$

for some $\alpha>0$.
In fact, under condition (1.1), many authors have studied the strong laws of large numbers for weighted sums of independent and identically distributed random vari-

[^0]ables. For example, Chow [8] proved the Kolmogorov strong law of large numbers for weighted sums, and Cuzick [9] generalized Chow's [8] result. Bai and Cheng [2] proved the Marcinkiewicz-Zygmund strong law of large numbers for weighted sums, and Chen and Gan [5] generalized the result of Bai and Cheng [2].
A convergence rate in the law of large numbers for weighted sums is also studied by many authors. Chen [4] established the following complete convergence:
\[

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{r-2} P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m} a_{n k} X_{k}\right|>\varepsilon n^{1 / p}\right)<\infty, \quad \forall \varepsilon>0 \tag{1.2}
\end{equation*}
$$

\]

for weighted sums of identically distributed negatively associated random variables satisfying (1.1), where $r>1,1 \leq p<2,1 / \alpha+1 / \beta=1 / p$, and $\alpha<r p$. Note that if $a_{n k}=1$ for $1 \leq k \leq n$ and $n \geq 1$, then (1.2) reduces to the well-known Baum and Katz [3] strong law. Liang [12] established (1.2) for identically distributed negatively associated random variables with the weights of special type satisfying (1.1) (see also Remark 1.4 below). Chen and Sung [6], Sung [13], and Wu et al. [17] obtained (1.2) for $\rho^{*}$-mixing random variables, Wang and Wang [16] and Wu et al. [19] established (1.2) for extended negatively dependent random variables, Wu et al. [18] established (1.2) for $m$-asymptotic negatively associated random variables, and Lang et al. [11] obtained (1.2) for widely orthant-dependent (WOD) random variables.
Recently, Chen and Sung [6] obtained a complete convergence result for weighted sums of $\rho^{*}$-mixing random variables.

Theorem A (Chen and Sung [6]) Let $r \geq 1,1 \leq p<2, \alpha>0, \beta>0$ with $1 / \alpha+1 / \beta=1 / p$. Let $\left\{a_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ be an array of constants satisfying (1.1) and let $\left\{X, X_{n}, n \geq 1\right\}$ be a sequence of identically distributed $\rho^{*}$-mixing random variables. If $E X=0$ and

$$
\begin{cases}E|X|^{(r-1) \beta}<\infty & \text { if } \alpha<r p  \tag{1.3}\\ E|X|^{(r-1) \beta} \log (1+|X|)<\infty & \text { if } \alpha=r p \\ E|X|^{r p}<\infty & \text { if } \alpha>r p\end{cases}
$$

then (1.2) holds. Conversely, if (1.2) holds for any array $\left\{a_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ satisfying (1.1) for some $\alpha>p$, then $E X=0, E|X|^{r p}<\infty$ and $E|X|^{(r-1) \beta}<\infty$.

The case $\alpha>r p$ with $r>1$ in Theorem A is due to Sung [13]. When $\alpha=r p$, the moment condition $E|X|^{(r-1) \beta} \log (1+|X|)<\infty$ is a sufficient condition for (1.2). However, it is not known whether it is also a necessary condition for (1.2).

In this paper, we extend Theorem A to WOD random variables. The concept of WOD was introduced by Wang et al. [14] as follows.

Definition 1.1 Random variables $X_{1}, X_{2}, \ldots$ are said to be widely upper orthant dependent (WUOD) if for each $n \geq 1$, there exists a positive number $g_{U}(n)$ such that for all real numbers $x_{i}, 1 \leq i \leq n$,

$$
P\left(X_{1}>x_{1}, \ldots, X_{n}>x_{n}\right) \leq g_{U}(n) \prod_{i=1}^{n} P\left(X_{i}>x_{i}\right)
$$

they are said to be widely lower orthant dependent (WLOD) if for each $n \geq 1$, there exists a positive number $g_{L}(n)$ such that, for all real numbers $x_{i}, 1 \leq i \leq n$,

$$
P\left(X_{1} \leq x_{1}, \ldots, X_{n} \leq x_{n}\right) \leq g_{L}(n) \prod_{i=1}^{n} P\left(X_{i} \leq x_{i}\right),
$$

and they are said to be WOD if they are both WUOD and WLOD.

In Definition 1.1, $g_{U}(n), g_{L}(n), n \geq 1$, are called dominating coefficients. If for all $n \geq 1$, $g_{U}(n)=g_{L}(n)=M$ for some positive constant $M$, then $\left\{X_{n}, n \geq 1\right\}$ are said to be extended negatively dependent (END). In particular, if $M=1$, then $\left\{X_{n}, n \geq 1\right\}$ are said to be negatively orthant dependent (NOD) or negatively dependent. Since the class of WOD random variables contains END random variables and NOD random variables as special cases, it is interesting to study the limiting behavior of WOD random variables.

We now state the main results. Some preliminary lemmas will be presented in Sect. 2. The proofs of the main results will be detailed in Sect. 3.

The first theorem extends the sufficiency of Theorem A with $r>1$ to WOD random variables.

Theorem 1.1 Let $r>1,1 \leq p<2, \alpha>0, \beta>0$ with $1 / \alpha+1 / \beta=1 / p$, and let $\left\{a_{n k}, 1 \leq\right.$ $k \leq n, n \geq 1\}$ be an array of constants satisfying (1.1). Let $\left\{X, X_{n}, n \geq 1\right\}$ be a sequence of identically distributed WOD random variables with dominating coefficients $g_{L}(n), g_{U}(n)$ for $n \geq 1$. Suppose that there exist a nondecreasing positive function $g(x)$ on $[0, \infty)$ and a constant $\tau \geq 0$ such that $\max \left\{g_{L}(n), g_{U}(n)\right\} \leq g(n)=O\left(n^{\tau}\right)$. If (1.3) holds, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{r-2} P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m} a_{n k}\left(X_{k}-E X_{k}\right)\right|>\varepsilon n^{1 / p}\right)<\infty, \quad \forall \varepsilon>0 . \tag{1.4}
\end{equation*}
$$

Remark 1.1 When $\alpha>r p$, Zhang et al. [20] proved a weaker complete convergence result than (1.4) under a stronger condition than (1.1). Hence Theorem 1.1 improves the result of Zhang et al. [20].

Remark 1.2 When $p=1$ and $\alpha>r p$, Lang et al. [11] proved Theorem 1.1 for the weights with $\max _{1 \leq k \leq n}\left|a_{n k}\right|=O(1)$ under stronger conditions on $g(x)$. Note that, if $\max _{1 \leq k \leq n}\left|a_{n k}\right|=O(1)$, then (1.1) holds for any $\alpha>0$. Hence Theorem 1.1 generalizes and improves the result of Lang et al. [11].

When $r=1$, we have the following theorem.

Theorem 1.2 Let $\left\{a_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ be an array of constants satisfying (1.1) for some $\alpha>1$. Let $\left\{X, X_{n}, n \geq 1\right\}$ be a sequence of identically distributed WOD random variables with dominating coefficients $g_{L}(n), g_{U}(n)$ for $n \geq 1$. Suppose that there exist a nondecreasing positive function $g(x)$ on $[0, \infty)$ and a positive constant $\tau<\min \{1, \alpha-1\}$ such that $\max \left\{g_{L}(n), g_{U}(n)\right\} \leq g(n)$ for $n \geq 1$ and $g(x) / x^{\tau} \downarrow$. If $E|X| g(|X|)<\infty$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m} a_{n k}\left(X_{k}-E X_{k}\right)\right|>\varepsilon n\right)<\infty, \quad \forall \varepsilon>0 . \tag{1.5}
\end{equation*}
$$

Remark 1.3 If $a_{n k}=1$ for $1 \leq k \leq n$ and $n \geq 1$, or $\max _{1 \leq k \leq n}\left|a_{n k}\right|=O(1)$ for $n \geq 1$, then (1.1) holds for any $\alpha>0$. These two cases are treated by Chen and Sung [7] and Lang et al. [11], respectively. Therefore, Theorem 1.2 generalizes the results of Chen and Sung [7] and Lang et al. [11].

The following corollary is a strong law of large numbers for weighted sums of WOD random variables.

Corollary 1.1 Let $s>-1$ and let $l(x)>0$ be a slowly varying function. Let $\left\{X, X_{n}, n \geq 1\right\}$ and $g(x)$ be as in Theorem 1.2. If $E|X| g(|X|)<\infty$, then

$$
\frac{\sum_{k=1}^{n} k^{s} l(k)\left(X_{k}-E X_{k}\right)}{n^{1+s} l(n)} \rightarrow 0 \quad \text { a.s. }
$$

Corollary 1.2 Let $r \geq 1$ and $s>-1 / r$, and let $\left\{a_{n k}=c_{n k} k^{s} / n^{s}, 1 \leq k \leq n, n \geq 1\right\}$ be an array of constants, where $\left|c_{n k}\right| \leq B<\infty$ for all $1 \leq k \leq n$ and $n \geq 1$. Let $\left\{X, X_{n}, n \geq 1\right\}$ be a sequence of identically distributed $W O D$ random variables with dominating coefficients $g_{L}(n), g_{U}(n)$ for $n \geq 1$. Suppose that there exists a nondecreasing positive function $g(x)$ on $[0, \infty)$ such that $\max \left\{g_{L}(n), g_{U}(n)\right\} \leq g(n)$. When $r>1$, assume that $g(n)=O\left(n^{\tau}\right)$ for some $\tau \geq 0$ and $E|X|^{r}<\infty$. When $r=1$, assume that $g(x) / x^{\tau} \downarrow$ for some $0<\tau<\min \{1,|1+1 / s|\}$ $($ set $\min \{1,|1+1 / s|\}=1$ when $s=0)$ and $E|X| g(|X|)<\infty$. Then

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{r-2} P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m} a_{n k}\left(X_{k}-E X_{k}\right)\right|>\varepsilon n\right)<\infty, \quad \forall \varepsilon>0 . \tag{1.6}
\end{equation*}
$$

Remark 1.4 Liang [12] proved Corollary 1.2 when $r>1$ and $\left\{X, X_{n}, n \geq 1\right\}$ is a sequence of identically distributed negatively associated random variables. Note that the proof of Liang [12] cannot be applied to the case $r=1$ (the series on line 3 in page 322 of Liang [12] does not converge). Since negatively associated random variables imply WOD, Corollary 1.2 complements and extends Liang's [12] result.

Throughout this paper, $C$ always stands for a positive constant which may differ from one place to another. For events $A$ and $B$, we denote $I(A, B)=I(A \cap B)$, where $I(A)$ is the indicator function of the event $A$.

## 2 Preliminary lemmas

In this section, we present some lemmas which will be used in the proofs of main results. The following two lemmas are well known (see, for example, Wang et al. [15], Chen and Sung [7] or Lang et al. [11]). The first one is a Marcinkiewicz-Zygmund-Rosenthal type moment inequality for sums of WOD random variables.

Lemma 2.1 Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of mean zero $W O D$ random variables with dominating coefficients $g_{L}(n), g_{U}(n)$ for $n \geq 1$, and $E\left|X_{n}\right|^{q}<\infty$ for some $q>1$.
(i) If $1<q \leq 2$, there exists a positive constant $C_{q}$ depending only on $q$ such that, for all $n \geq 1$,

$$
E\left|\sum_{k=1}^{n} X_{k}\right|^{q} \leq C_{q}\left\{\sum_{k=1}^{n} E\left|X_{k}\right|^{q}+\left(g_{L}(n)+g_{U}(n)\right) \sum_{k=1}^{n} E\left|X_{k}\right|^{q}\right\} .
$$

(ii) If $q>2$, there exists a positive constant $C_{q}$ depending only on $q$ such that, for all $n \geq 1$,

$$
E\left|\sum_{k=1}^{n} X_{k}\right|^{q} \leq C_{q}\left\{\sum_{k=1}^{n} E\left|X_{k}\right|^{q}+\left(g_{L}(n)+g_{U}(n)\right)\left(\sum_{k=1}^{n} E\left|X_{k}\right|^{2}\right)^{q / 2}\right\}
$$

The following lemma is a Rosenthal type moment inequality for the maximum of partial sums of WOD random variables.

Lemma 2.2 Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of mean zero $W O D$ random variables with dominating coefficients $g_{L}(n)$, $g_{U}(n)$ for $n \geq 1$, and $E\left|X_{n}\right|^{q}<\infty$ for some $q>2$. Further assume that there exists a nondecreasing positive function $g(x)$ on $[0, \infty)$ such that $\max \left\{g_{L}(n), g_{U}(n)\right\} \leq g(n)$ for $n \geq 1$. Then there exists a positive constant $C_{q}$ depending only on $q$ such that, for all $n \geq 1$,

$$
E \max _{1 \leq m \leq n}\left|\sum_{k=1}^{m} X_{k}\right|^{q} \leq C_{q}(\log n)^{q}\left\{\sum_{k=1}^{n} E\left|X_{k}\right|^{q}+g(n)\left(\sum_{k=1}^{n} E X_{k}^{2}\right)^{q / 2}\right\}
$$

The following lemma can be found in Chen and Sung [6].

Lemma 2.3 Let $r \geq 1,0<p<2, \alpha>0, \beta>0$ with $1 / \alpha+1 / \beta=1 / p$, and let $X$ be a random variable. Let $\left\{a_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ be an array of constants satisfying (1.1). Then

$$
\sum_{n=1}^{\infty} n^{r-2} \sum_{k=1}^{n} P\left(\left|a_{n k} X\right|>n^{1 / p}\right) \leq \begin{cases}C E|X|^{(r-1) \beta} & \text { if } \alpha<r p \\ C E|X|^{(r-1) \beta} \log (1+|X|) & \text { if } \alpha=r p \\ C E|X|^{r p} & \text { if } \alpha>r p\end{cases}
$$

The following lemma is similar to Lemma 2.3.

Lemma 2.4 Let $r \geq 1,0<p<2, \alpha>0, \beta>0$ with $1 / \alpha+1 / \beta=1 / p$, and let $X$ be a random variable. Let $\left\{a_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ be an array of constants satisfying (1.1). If $u>p$ and $q>\max \{\alpha,(r-1) \beta\}$, then

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{r-2-q / p+q / u}(\log n)^{q} \sum_{k=1}^{n} P\left(\left|a_{n k} X\right|>n^{1 / u}\right) \\
& \quad \leq \begin{cases}C E|X|^{(r-1) \beta} & \text { if } \alpha<r p \\
C E|X|^{(r-1) \beta} \log (1+|X|) & \text { if } \alpha=r p \\
C E|X|^{r p} & \text { if } \alpha>r p\end{cases} \tag{2.1}
\end{align*}
$$

Proof The proof is similar to that of Lemma 2.3 (Lemma 2.2 in Chen and Sung [6]).
Case 1: $\alpha \leq r p$. We observe by the Markov inequality that, for any $s>0$,

$$
\begin{align*}
& P\left(\left|a_{n k} X\right|>n^{1 / u}\right) \\
& \quad=P\left(\left|a_{n k} X\right|>n^{1 / u},|X|>n^{1 / \beta}\right)+P\left(\left|a_{n k} X\right|>n^{1 / u},|X| \leq n^{1 / \beta}\right) \\
& \quad \leq n^{-\alpha / u}\left|a_{n k}\right|^{\alpha} E|X|^{\alpha} I\left(|X|>n^{1 / \beta}\right)+n^{-s / u}\left|a_{n k}\right|^{s} E|X|^{s} I\left(|X| \leq n^{1 / \beta}\right) . \tag{2.2}
\end{align*}
$$

It is easy to show that

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{r-2-q / p+q / u}(\log n)^{q} \cdot n^{-\alpha / u}\left(\sum_{k=1}^{n}\left|a_{n k}\right|^{\alpha}\right) E|X|^{\alpha} I\left(|X|>n^{1 / \beta}\right) \\
& \quad \leq C \sum_{n=1}^{\infty} n^{r-1-q / p+q / u-\alpha / u}(\log n)^{q} E|X|^{\alpha} I\left(|X|>n^{1 / \beta}\right) \\
& \quad \leq C \sum_{n=1}^{\infty} n^{r-1-\alpha / p} E|X|^{\alpha} I\left(|X|>n^{1 / \beta}\right) \\
& \quad \leq \begin{cases}C E|X|^{(r-1) \beta} & \text { if } \alpha<r p, \\
C E|X|^{(r-1) \beta} \log (1+|X|) & \text { if } \alpha=r p .\end{cases} \tag{2.3}
\end{align*}
$$

Taking an $s$ such that $\max \{\alpha,(r-1) \beta\}<s<q$, we have

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{r-2-q / p+q / u}(\log n)^{q} \cdot n^{-s / u}\left(\sum_{k=1}^{n}\left|a_{n k}\right|^{s}\right) E|X|^{s} I\left(|X| \leq n^{1 / \beta}\right) \\
& \quad \leq C \sum_{n=1}^{\infty} n^{r-2-q / p+q / u-s / u+s / \alpha}(\log n)^{q} E|X|^{s} I\left(|X| \leq n^{1 / \beta}\right) \\
& \quad \leq C \sum_{n=1}^{\infty} n^{r-2-s / p+s / \alpha} E|X|^{s} I\left(|X| \leq n^{1 / \beta}\right) \\
& \quad=C \sum_{n=1}^{\infty} n^{r-2-s / \beta} E|X|^{s} I\left(|X| \leq n^{1 / \beta}\right) \\
& \quad \leq C E|X|^{(r-1) \beta}, \tag{2.4}
\end{align*}
$$

since $s>(r-1) \beta$. Then (2.1) holds by (2.2)-(2.4).
Case 2: $\alpha>r p$. The proof is similar to that of Case 1 . However, we use a different truncation for $X$. We observe by the Markov inequality that, for any $t>0$,

$$
\begin{align*}
& P\left(\left|a_{n k} X\right|>n^{1 / u}\right) \\
& \quad=P\left(\left|a_{n k} X\right|>n^{1 / u},|X|>n^{1 / p}\right)+P\left(\left|a_{n k} X\right|>n^{1 / u},|X| \leq n^{1 / p}\right) \\
& \quad \leq n^{-t / u}\left|a_{n k}\right|^{t} E|X|^{t} I\left(|X|>n^{1 / p}\right)+n^{-\alpha / u}\left|a_{n k}\right|^{\alpha} E|X|^{\alpha} I\left(|X| \leq n^{1 / p}\right) . \tag{2.5}
\end{align*}
$$

Taking $0<t<r p$, we have

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{r-2-q / p+q / u}(\log n)^{q} \cdot n^{-t / u}\left(\sum_{k=1}^{n}\left|a_{n k}\right|^{t}\right) E|X|^{t} I\left(|X|>n^{1 / p}\right) \\
& \quad \leq C \sum_{n=1}^{\infty} n^{r-1-q / p+q / u-t / u}(\log n)^{q} E|X|^{t} I\left(|X|>n^{1 / p}\right) \\
& \quad \leq C \sum_{n=1}^{\infty} n^{r-1-t / p} E|X|^{t} I\left(|X|>n^{1 / p}\right) \\
& \quad \leq C E|X|^{r p} . \tag{2.6}
\end{align*}
$$

It is easy to show that

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{r-2-q / p+q / u}(\log n)^{q} \cdot n^{-\alpha / u}\left(\sum_{k=1}^{n}\left|a_{n k}\right|^{\alpha}\right) E|X|^{\alpha} I\left(|X| \leq n^{1 / p}\right) \\
& \quad \leq C \sum_{n=1}^{\infty} n^{r-1-q / p+q / u-\alpha / u}(\log n)^{q} E|X|^{\alpha} I\left(|X| \leq n^{1 / p}\right) \\
& \quad \leq C \sum_{n=1}^{\infty} n^{r-1-\alpha / p} E|X|^{\alpha} I\left(|X| \leq n^{1 / p}\right) \\
& \quad \leq C E|X|^{r p}, \tag{2.7}
\end{align*}
$$

since $\alpha>r p$. Then (2.1) holds by (2.5)-(2.7).

The following lemma can be found in Chen and Sung [6].

Lemma 2.5 Let $r \geq 1,0<p<2, \alpha>0, \beta>0$ with $1 / \alpha+1 / \beta=1 / p$, and let $X$ be a random variable. Let $\left\{a_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ be an array of constants satisfying (1.1). Then, for any $s>\max \{\alpha,(r-1) \beta\}$,

$$
\begin{aligned}
& \sum_{n=1}^{\infty} n^{r-2-s / p} \sum_{k=1}^{n} E\left|a_{n k} X\right|^{s} I\left(\left|a_{n k} X\right| \leq n^{1 / p}\right) \\
& \quad \leq \begin{cases}C E|X|^{(r-1) \beta} & \text { if } \alpha<r p \\
C E|X|^{(r-1) \beta} \log (1+|X|) & \text { if } \alpha=r p, \\
C E|X|^{r p} & \text { if } \alpha>r p\end{cases}
\end{aligned}
$$

The following lemma is similar to Lemma 2.5. However, the truncations for $X$ are different, and the term $(\log n)^{s}$ is added in Lemma 2.6.

Lemma 2.6 Let $r \geq 1,0<p<2, \alpha>0, \beta>0$ with $1 / \alpha+1 / \beta=1 / p$, and let $X$ be a random variable. Let $\left\{a_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ be an array of constants satisfying (1.1). Then, for any $u>p$ and $s>\max \{\alpha,(r-1) \beta\}$,

$$
\begin{aligned}
& \sum_{n=1}^{\infty} n^{r-2-s / p}(\log n)^{s} \sum_{k=1}^{n} E\left|a_{n k} X\right|^{s} I\left(\left|a_{n k} X\right| \leq n^{1 / u}\right) \\
& \quad \leq \begin{cases}C E|X|^{(r-1) \beta} & \text { if } \alpha<r p, \\
C E|X|^{(r-1) \beta} \log (1+|X|) & \text { if } \alpha=r p, \\
C E|X|^{r p} & \text { if } \alpha>r p .\end{cases}
\end{aligned}
$$

Proof Since $u>p$, we have, for any $0<s^{\prime}<s$,

$$
\begin{aligned}
& \sum_{n=1}^{\infty} n^{r-2-s / p}(\log n)^{s} \sum_{k=1}^{n} E\left|a_{n k} X\right|^{s} I\left(\left|a_{n k} X\right| \leq n^{1 / u}\right) \\
& \quad \leq \sum_{n=1}^{\infty} n^{r-2-s / p+\left(s-s^{\prime}\right) / u}(\log n)^{s} \sum_{k=1}^{n} E\left|a_{n k} X\right|^{s^{\prime}} I\left(\left|a_{n k} X\right| \leq n^{1 / u}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq C \sum_{n=1}^{\infty} n^{r-2-s^{\prime} / p} \sum_{k=1}^{n} E\left|a_{n k} X\right|^{s^{\prime}} I\left(\left|a_{n k} X\right| \leq n^{1 / u}\right) \\
& \leq C \sum_{n=1}^{\infty} n^{r-2-s^{\prime} / p} \sum_{k=1}^{n} E\left|a_{n k} X\right|^{s^{\prime}} I\left(\left|a_{n k} X\right| \leq n^{1 / p}\right) .
\end{aligned}
$$

Now we choose an $s^{\prime}$ such that $s>s^{\prime}>\max \{\alpha,(r-1) \beta\}$. Then the result follows directly from Lemma 2.5

The following lemma can be found in Chen and Sung [6].
Lemma 2.7 Let $1 \leq p<2, \alpha>0, \beta>0$ with $1 / \alpha+1 / \beta=1 / p$, and let $X$ be a random variable. Let $\left\{a_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ be an array of constants satisfying (1.1). If $E|X|^{p}<\infty$, then

$$
n^{-1 / p} \sum_{k=1}^{n} E\left|a_{n k} X\right| I\left(\left|a_{n k} X\right|>n^{1 / p}\right) \rightarrow 0
$$

as $n \rightarrow \infty$.
The following lemma is similar to Lemma 2.7.
Lemma 2.8 Let $p \geq 1$ and let $X$ be a random variable with $E|X|^{q}<\infty$ for some $q>p$. Let $\left\{a_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ be an array of constants satisfying (1.1) for some $\alpha>p$. Then, for any $u>p$ such that $1 / u>1 /(q-1) \cdot \max \{1-1 / p, q / \alpha-1 / p\}$,

$$
n^{-1 / p} \sum_{k=1}^{n} E\left|a_{n k} X\right| I\left(\left|a_{n k} X\right|>n^{1 / u}\right) \rightarrow 0
$$

as $n \rightarrow \infty$.
Proof From (1.1), we have

$$
\sum_{k=1}^{n}\left|a_{n k}\right|^{q} \leq \begin{cases}C n & \text { if } q \leq \alpha \\ C n^{q / \alpha} & \text { if } q>\alpha\end{cases}
$$

It follows that

$$
\begin{aligned}
& n^{-1 / p} \sum_{k=1}^{n} E\left|a_{n k} X\right| I\left(\left|a_{n k} X\right|>n^{1 / u}\right) \\
& \quad \leq n^{-1 / p-(q-1) / u} \sum_{k=1}^{n} E\left|a_{n k} X\right|^{q} I\left(\left|a_{n k} X\right|>n^{1 / u}\right) \\
& \quad \leq n^{-1 / p-(q-1) / u} E|X|^{q} \sum_{k=1}^{n}\left|a_{n k}\right|^{q} \\
& \quad \leq \begin{cases}C n^{1-1 / p-(q-1) / u} & \text { if } q \leq \alpha, \\
C n^{q / \alpha-1 / p-(q-1) / u} & \text { if } q>\alpha\end{cases} \\
& \quad \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$, since $1 / u>1 /(q-1) \cdot \max \{1-1 / p, q / \alpha-1 / p\}$.

## 3 Proofs of the main results

In this section, we present proofs of the main results.
Proof of Theorem 1.1 Without loss of generality, we may assume that $X_{n} \geq 0$ for $n \geq 1$ and $a_{n k} \geq 0$ for $1 \leq k \leq n$ and $n \geq 1$.

Since $r>1$ and $\alpha>p$, we can choose a constant $u$ such that $1 / p>1 / u>1 /(r p-1) \cdot \max \{1-$ $1 / p, r p / \alpha-1 / p\}$. For $1 \leq k \leq n$ and $n \geq 1$, we define

$$
\begin{aligned}
& X_{n k}=a_{n k} X_{k} I\left(a_{n k} X_{k} \leq n^{1 / u}\right)+n^{1 / u} I\left(a_{n k} X_{k}>n^{1 / u}\right) \\
& Y_{n k}=\left(a_{n k} X_{k}-n^{1 / u}\right) I\left(n^{1 / u}<a_{n k} X_{k} \leq n^{1 / p}\right)+\left(n^{1 / p}-n^{1 / u}\right) I\left(a_{n k} X_{k}>n^{1 / p}\right), \\
& Z_{n k}=\left(a_{n k} X_{k}-n^{1 / p}\right) I\left(a_{n k} X_{k}>n^{1 / p}\right) .
\end{aligned}
$$

Then $X_{n k}+Y_{n k}+Z_{n k}=a_{n k} X_{k}$ for $1 \leq k \leq n$ and $n \geq 1$, and $\left\{X_{n k}, 1 \leq k \leq n\right\},\left\{Y_{n k}, 1 \leq k \leq n\right\}$, $\left\{Z_{n k}, 1 \leq k \leq n\right\}$ are sequences of WOD random variables. Note that

$$
\begin{aligned}
& \left\{\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m} a_{n k}\left(X_{k}-E X_{k}\right)\right|>\varepsilon n^{1 / p}\right\} \\
& \quad \subset \bigcup_{k=1}^{n}\left\{\left|a_{n k} X_{k}\right|>n^{1 / p}\right\} \cup\left\{\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m}\left(X_{n k}+Y_{n k}-a_{n k} E X_{k}\right)\right|>\varepsilon n^{1 / p}\right\} .
\end{aligned}
$$

Then by Lemmas 2.3 and 2.7, to prove (1.4), it is enough to prove that

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{r-2} P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m}\left(X_{n k}-E X_{n k}\right)\right|>\varepsilon n^{1 / p}\right)<\infty, \quad \forall \varepsilon>0 \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{r-2} P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m}\left(Y_{n k}-E Y_{n k}\right)\right|>\varepsilon n^{1 / p}\right)<\infty, \quad \forall \varepsilon>0 \tag{3.2}
\end{equation*}
$$

Set $s \in(p, \min \{2, \alpha\})$ if $\alpha \leq r p$ and $s \in(p, \min \{2, r p\})$ if $\alpha>r p$ (note that such an $s$ cannot be chosen when $r=1$ ). Then $p<s<\min \{2, \alpha\}$, and $E|X|^{s}<\infty$. Taking $q>\max \{2, \alpha,(r-$ 1) $\beta, 2 p(r-1+\tau) /(s-p)\}$, we have by the Markov inequality and Lemma 2.2

$$
\begin{align*}
& P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m}\left(X_{n k}-E X_{n k}\right)\right|>\varepsilon n^{1 / p}\right) \\
& \leq C n^{-q / p}(\log n)^{q} g(n)\left(\sum_{k=1}^{n} E\left(X_{n k}-E X_{n k}\right)^{2}\right)^{q / 2} \\
&+C n^{-q / p}(\log n)^{q} \sum_{k=1}^{n} E\left|X_{n k}-E X_{n k}\right|^{q} \\
& \leq C n^{-q / p+\tau}(\log n)^{q}\left(\sum_{k=1}^{n} E\left(X_{n k}-E X_{n k}\right)^{2}\right)^{q / 2} \\
& \quad+C n^{-q / p}(\log n)^{q} \sum_{k=1}^{n} E\left|X_{n k}-E X_{n k}\right|^{q} . \tag{3.3}
\end{align*}
$$

Since $q>2 p(r-1+\tau) /(s-p)$, we have $r-2+\tau+q(1-s / p) / 2<-1$. It follows that

$$
\begin{align*}
\sum_{n=1}^{\infty} & n^{r-2} \cdot n^{-q / p+\tau}(\log n)^{q}\left(\sum_{k=1}^{n} E\left(X_{n k}-E X_{n k}\right)^{2}\right)^{q / 2} \\
\leq & \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p+\tau}(\log n)^{q}\left(\sum_{k=1}^{n} E X_{n k}^{2}\right)^{q / 2} \\
= & \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p+\tau}(\log n)^{q} \\
& \times\left(\sum_{k=1}^{n} E\left(a_{n k} X_{k} I\left(a_{n k} X_{k} \leq n^{1 / u}\right)+n^{1 / u} I\left(a_{n k} X_{k}>n^{1 / u}\right)\right)^{2}\right)^{q / 2} \\
\leq & \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p+\tau}(\log n)^{q} \\
& \times\left(\sum_{k=1}^{n} E\left(a_{n k} X_{k} I\left(a_{n k} X_{k} \leq n^{1 / p}\right)+n^{1 / p} I\left(a_{n k} X_{k}>n^{1 / p}\right)\right)^{2}\right)^{q / 2} \\
\leq & \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p+\tau}(\log n)^{q} \\
& \times\left(n^{(2-s) / p} \sum_{k=1}^{n} E\left(a_{n k} X_{k}\right)^{s} I\left(a_{n k} X_{k} \leq n^{1 / p}\right)+n^{2 / p} P\left(a_{n k} X_{k}>n^{1 / p}\right)\right)^{q / 2} \\
\leq & \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p+\tau+q(2-s) /(2 p)}(\log n)^{q}\left(\sum_{k=1}^{n} E\left(a_{n k} X_{k}\right)^{s}\right) \\
\leq & C \sum_{n=1}^{\infty / 2} n^{r-2+\tau+q(1-s / p) / 2}(\log n)^{q}<\infty . \tag{3.4}
\end{align*}
$$

By Lemmas 2.4 and 2.6, we have

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p}(\log n)^{q} \sum_{k=1}^{n} E\left|X_{n k}-E X_{n k}\right|^{q} \\
& \quad \leq C \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p}(\log n)^{q} \sum_{k=1}^{n} E X_{n k}^{q} \\
& \quad=C \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p}(\log n)^{q} \sum_{k=1}^{n}\left\{E\left(a_{n k} X_{k}\right)^{q} I\left(a_{n k} X_{k} \leq n^{1 / u}\right)+n^{q / u} P\left(a_{n k} X_{k}>n^{1 / u}\right)\right\} \\
& \quad<\infty . \tag{3.5}
\end{align*}
$$

Hence (3.1) holds by (3.3)-(3.5).
Now we prove (3.2). By Lemmas 2.7 and 2.8,

$$
n^{-1 / p} \sum_{k=1}^{n} E Y_{n k} \leq n^{-1 / p} \sum_{k=1}^{n}\left\{E a_{n k} X_{k} I\left(n^{1 / u}<a_{n k} X_{k} \leq n^{1 / p}\right)+n^{1 / p} P\left(a_{n k} X_{k}>n^{1 / p}\right)\right\}
$$

$$
\begin{aligned}
& \leq n^{-1 / p} \sum_{k=1}^{n}\left\{E a_{n k} X_{k} I\left(n^{1 / u}<a_{n k} X_{k} \leq n^{1 / p}\right)+E a_{n k} X_{k} I\left(a_{n k} X_{k}>n^{1 / p}\right)\right\} \\
& \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. Hence there exists an integer $N$ such that $n^{-1 / p} \sum_{k=1}^{n} E Y_{n k}<\varepsilon / 4$ if $n>N$. It follows that, for $n>N$,

$$
\begin{aligned}
& P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m}\left(Y_{n k}-E Y_{n k}\right)\right|>\varepsilon n^{1 / p}\right) \\
& \quad \leq P\left(\sum_{k=1}^{n}\left(Y_{n k}+E Y_{n k}\right)>\varepsilon n^{1 / p}\right) \\
& \quad \leq P\left(\sum_{k=1}^{n} Y_{n k}>\frac{3 \varepsilon}{4} n^{1 / p}\right) \\
& \quad=P\left(\sum_{k=1}^{n}\left(Y_{n k}-E Y_{n k}+E Y_{n k}\right)>\frac{3 \varepsilon}{4} n^{1 / p}\right) \\
& \quad \leq P\left(\sum_{k=1}^{n}\left(Y_{n k}-E Y_{n k}\right)>\frac{\varepsilon}{2} n^{1 / p}\right) .
\end{aligned}
$$

Then we have by the Markov inequality and Lemma 2.1, for $n>N$,

$$
\begin{align*}
& P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m}\left(Y_{n k}-E Y_{n k}\right)\right|>\varepsilon n^{1 / p}\right) \\
& \quad \leq P\left(\left|\sum_{k=1}^{n}\left(Y_{n k}-E Y_{n k}\right)\right|>\frac{\varepsilon}{2} n^{1 / p}\right) \\
& \quad \leq C n^{-q / p} g(n)\left(\sum_{k=1}^{n} E\left(Y_{n k}-E Y_{n k}\right)^{2}\right)^{q / 2}+C n^{-q / p} \sum_{k=1}^{n} E\left|Y_{n k}-E Y_{n k}\right|^{q} \\
& \quad \leq C n^{-q / p+\tau}\left(\sum_{k=1}^{n} E\left(Y_{n k}-E Y_{n k}\right)^{2}\right)^{q / 2}+C n^{-q / p} \sum_{k=1}^{n} E\left|Y_{n k}-E Y_{n k}\right|^{q} . \tag{3.6}
\end{align*}
$$

As in the proof of (3.4), we obtain

$$
\begin{aligned}
\sum_{n=1}^{\infty} & n^{r-2} \cdot n^{-q / p+\tau}\left(\sum_{k=1}^{n} E\left(Y_{n k}-E Y_{n k}\right)^{2}\right)^{q / 2} \\
& \leq \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p+\tau}\left(\sum_{k=1}^{n} E Y_{n k}^{2}\right)^{q / 2} \\
& \leq \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p+\tau}\left(\sum_{k=1}^{n}\left\{E\left(a_{n k} X_{k}\right)^{2} I\left(a_{n k} X_{k} \leq n^{1 / p}\right)+n^{2 / p} P\left(a_{n k} X_{k}>n^{1 / p}\right)\right\}\right)^{q / 2}
\end{aligned}
$$

$$
\begin{align*}
& \leq \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p+\tau}\left(n^{(2-s) / p} \sum_{k=1}^{n} E\left(a_{n k} X_{k}\right)^{s}\right)^{q / 2} \\
& <\infty \tag{3.7}
\end{align*}
$$

By Lemmas 2.3 and 2.5, we have

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p} \sum_{k=1}^{n} E\left|Y_{n k}-E Y_{n k}\right|^{q} \\
& \quad \leq C \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p} \sum_{k=1}^{n} E\left|Y_{n k}\right|^{q} \\
& \quad \leq C \sum_{n=1}^{\infty} n^{r-2} \cdot n^{-q / p} \sum_{k=1}^{n}\left\{E\left(a_{n k} X_{k}\right)^{q} I\left(a_{n k} X_{k} \leq n^{1 / p}\right)+n^{q / p} P\left(a_{n k} X_{k}>n^{1 / p}\right)\right\} \\
& \quad<\infty \tag{3.8}
\end{align*}
$$

Hence (3.2) holds by (3.6)-(3.8).

Proof of Theorem 1.2 Without loss of generality, we may assume that $X_{n} \geq 0$ for $n \geq 1$ and $a_{n k} \geq 0$ for $1 \leq k \leq n$ and $n \geq 1$. For simplicity, we may assume that $\sum_{k=1}^{n} a_{n k}^{\alpha} \leq n$ for $n \geq 1$. Since $E X<\infty$, there exists a positive integer $N$ such that $E X I(X>N)<\varepsilon / 4$. For $n \geq 1$, we define

$$
\begin{aligned}
& X_{n}^{\prime}=X_{n} I\left(X_{n} \leq N\right)+N I\left(X_{n}>N\right), \\
& X_{n}^{\prime \prime}=X_{n}-X_{n}^{\prime} .
\end{aligned}
$$

Then $\left\{X_{n}^{\prime}, n \geq 1\right\}$ is still a sequence of WOD random variables, and $\left\{a_{n k} X_{k}^{\prime}, 1 \leq k \leq n\right\}$ is also a sequence of WOD random variables. To prove (1.5), it is enough to show that

$$
I_{1}:=\sum_{n=1}^{\infty} \frac{1}{n} P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m} a_{n k}\left(X_{k}^{\prime}-E X_{k}^{\prime}\right)\right|>\varepsilon n\right)<\infty, \quad \forall \varepsilon>0,
$$

and

$$
I_{2}:=\sum_{n=1}^{\infty} \frac{1}{n} P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m} a_{n k}\left(X_{k}^{\prime \prime}-E X_{k}^{\prime \prime}\right)\right|>\varepsilon n\right)<\infty, \quad \forall \varepsilon>0 .
$$

Taking $q>\max \{2, \alpha, \tau /(1-1 / \min \{2, \alpha\})\}$, we have by the Markov inequality and Lemma 2.2

$$
\begin{aligned}
I_{1} & \leq C \sum_{n=1}^{\infty} n^{-1-q}(\log n)^{q}\left\{g(n)\left(\sum_{k=1}^{n} a_{n k}^{2} E\left(X_{k}^{\prime}-E X_{k}^{\prime}\right)^{2}\right)^{q / 2}+\sum_{k=1}^{n} E\left|a_{n k}\left(X_{k}^{\prime}-E X_{k}^{\prime}\right)\right|^{q}\right\} \\
& \leq C \sum_{n=1}^{\infty} n^{-1-q}(\log n)^{q}\left\{g(n)\left(\sum_{k=1}^{n} a_{n k}^{2}\right)^{q / 2}+\sum_{k=1}^{n} a_{n k}^{q}\right\} \\
& \leq C \sum_{n=1}^{\infty} n^{-1-q}(\log n)^{q}\left\{g(n) n^{q / \min \{2, \alpha\}}+n^{q / \alpha}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \leq C \sum_{n=1}^{\infty} n^{-1-q+q / \min \{2, \alpha\}}(\log n)^{q} g(n) \\
& \leq C \sum_{n=1}^{\infty} n^{-1-q+q / \min \{2, \alpha\}+\tau}(\log n)^{q} \\
& <\infty
\end{aligned}
$$

since $q>\tau /(1-1 / \min \{2, \alpha\})$.
To prove $I_{2}<\infty$, we define, for $1 \leq k \leq n$ and $n>N$,

$$
Y_{n k}=\left(X_{k}-N\right) I\left(N<X_{k} \leq n\right)+(n-N) I\left(X_{k}>n\right) .
$$

Then we can rewrite $X_{k}^{\prime \prime}$ as

$$
X_{k}^{\prime \prime}=Y_{n k}+\left(X_{k}-n\right) I\left(X_{k}>n\right) \quad \text { for } 1 \leq k \leq n \text { and } n>N,
$$

and so $X_{k}^{\prime \prime}=Y_{n k}$ if $X_{k} \leq n$.
Hence we have, for $n>N$,

$$
\begin{aligned}
& P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m} a_{n k}\left(X_{k}^{\prime \prime}-E X_{k}^{\prime \prime}\right)\right|>\varepsilon n\right) \\
& \quad \leq P\left(\sum_{k=1}^{n} a_{n k}\left(X_{k}^{\prime \prime}+E X_{k}^{\prime \prime}\right)>\varepsilon n\right) \\
& \quad \leq \sum_{k=1}^{n} P\left(X_{k}>n\right)+P\left(\sum_{k=1}^{n} a_{n k} Y_{n k}+\sum_{k=1}^{n} a_{n k} E X_{k}^{\prime \prime}>\varepsilon n\right) \\
& \quad=\sum_{k=1}^{n} P\left(X_{k}>n\right)+P\left(\sum_{k=1}^{n} a_{n k}\left(Y_{n k}-E Y_{n k}\right)+\sum_{k=1}^{n} a_{n k}\left(E Y_{n k}+E X_{k}^{\prime \prime}\right)>\varepsilon n\right) .
\end{aligned}
$$

Noting that

$$
\sum_{k=1}^{n} a_{n k}\left(E Y_{n k}+E X_{k}^{\prime \prime}\right) \leq 2 \sum_{k=1}^{n} a_{n k} E X_{k}^{\prime \prime} \leq 2 E X I(X>N) \sum_{k=1}^{n} a_{n k}<\varepsilon n / 2,
$$

we have by the Markov inequality, for any $q>0$,

$$
\begin{align*}
I_{2} \leq & \sum_{n=1}^{N} n^{-1} P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m} a_{n k}\left(X_{k}^{\prime \prime}-E X_{k}^{\prime \prime}\right)\right|>\varepsilon n\right) \\
& +\sum_{n=N+1}^{\infty} n^{-1}\left\{\sum_{k=1}^{n} P\left(X_{k}>n\right)+P\left(\sum_{k=1}^{n} a_{n k}\left(Y_{n k}-E Y_{n k}\right)>\varepsilon n / 2\right)\right\} \\
& \leq C+\sum_{n=1}^{\infty} P(X>n)+\sum_{n=N+1}^{\infty} n^{-1} P\left(\sum_{k=1}^{n} a_{n k}\left(Y_{n k}-E Y_{n k}\right)>\varepsilon n / 2\right) \\
& \leq C+E X+C \sum_{n=N+1}^{\infty} n^{-1-q} E\left|\sum_{k=1}^{n} a_{n k}\left(Y_{n k}-E Y_{n k}\right)\right|^{q} . \tag{3.9}
\end{align*}
$$

We now proceed with two cases $1<\alpha \leq 2$ and $\alpha>2$.

Case 1: $1<\alpha \leq 2$. In this case, we take $q=\alpha$. Since $\left\{a_{n k} Y_{n k}, 1 \leq k \leq n\right\}$ is a sequence of WOD random variables, we have by Lemma 2.1

$$
\begin{align*}
& \sum_{n=N+1}^{\infty} n^{-1-q} E\left|\sum_{k=1}^{n} a_{n k}\left(Y_{n k}-E Y_{n k}\right)\right|^{q} \\
& \quad \leq \sum_{n=N+1}^{\infty} n^{-1-\alpha} g(n) \sum_{k=1}^{n} a_{n k}^{\alpha} E\left|Y_{n k}-E Y_{n k}\right|^{\alpha} \\
& \quad \leq C \sum_{n=1}^{\infty} n^{-\alpha} g(n)\left\{E X^{\alpha} I(X \leq n)+n^{\alpha} P(X>n)\right\} \tag{3.10}
\end{align*}
$$

Since $g(x) / x^{\tau} \downarrow$ and $0<\tau<\alpha-1$, we have

$$
\begin{align*}
\sum_{n=1}^{\infty} n^{-\alpha} g(n) E X^{\alpha} I(X \leq n) & =\sum_{i=1}^{\infty} E X^{\alpha} I(i-1<X \leq i) \sum_{n=i}^{\infty} n^{-\alpha} g(n) \\
& \leq \sum_{i=1}^{\infty} E X^{\alpha} I(i-1<X \leq i) g(i) i^{-\tau} \sum_{n=i}^{\infty} n^{-\alpha+\tau} \\
& \leq C \sum_{i=1}^{\infty} E X^{\alpha} I(i-1<X \leq i) g(i) i^{1-\alpha} \\
& \leq C \sum_{i=1}^{\infty} E X^{1+\tau} I(i-1<X \leq i) g(i) i^{-\tau} \\
& \leq C \sum_{i=1}^{\infty} E X g(X) I(i-1<X \leq i) \\
& =C E X g(X)<\infty \tag{3.11}
\end{align*}
$$

Since $0<g(x) \uparrow$ and $g(x) / x^{\tau} \downarrow$, we also have the following relation (see page 7 in Chen and Sung [7]):

$$
\begin{equation*}
\sum_{n=1}^{\infty} g(n) P(X>n) \leq 2^{\tau} E X g(X) \tag{3.12}
\end{equation*}
$$

Hence $I_{2}<\infty$ by (3.9)-(3.12)
Case 2: $\alpha>2$. In this case, we take $q=2$. The proof is similar to that of Case 1 and is omitted.

Proof of Corollary 1.1 Let $a_{n k}=k^{s} l(k) /\left(n^{s} l(n)\right)$ for $1 \leq k \leq n$ and $n \geq 1$. Since $s>-1$, we can take $\alpha>1$ such that $\alpha s>-1$. Then

$$
\sum_{k=1}^{n}\left|a_{n k}\right|^{\alpha}=n^{-s \alpha} l^{-\alpha}(n) \sum_{k=1}^{n} k^{s \alpha} l^{\alpha}(k)=O(n) .
$$

By Theorem 1.2, we obtain

$$
\sum_{n=1}^{\infty} \frac{1}{n} P\left(\max _{1 \leq m \leq n}\left|\sum_{k=1}^{m} k^{s} l(k)\left(X_{k}-E X_{k}\right)\right|>\varepsilon n^{1+s} l(n)\right)<\infty, \quad \forall \varepsilon>0
$$

which implies

$$
\sum_{i=1}^{\infty} P\left(\max _{1 \leq m \leq 2^{i}}\left|\sum_{k=1}^{m} k^{s} l(k)\left(X_{k}-E X_{k}\right)\right|>\varepsilon \max _{2^{i} \leq n<2^{i+1}} n^{1+s} l(n)\right)<\infty, \quad \forall \varepsilon>0 .
$$

By the Borel-Cantelli lemma,

$$
\begin{equation*}
\frac{\max _{1 \leq m \leq 2^{i}}\left|\sum_{k=1}^{m} k^{s} l(k)\left(X_{k}-E X_{k}\right)\right|}{\max _{2^{i} \leq n<2^{i+1}} n^{1+s} l(n)} \rightarrow 0 \quad \text { a.s. } \tag{3.13}
\end{equation*}
$$

From the fact that $\max _{2^{i} \leq n<2^{i+1}} l(n) / l\left(2^{i}\right) \rightarrow 1$ as $i \rightarrow \infty$ (see Bai and $\mathrm{Su}[1]$ ), we also have $\min _{2^{i} \leq n<2^{i+1}} l(n) / l\left(2^{i}\right) \rightarrow 1$ as $i \rightarrow \infty$, since $1 / l(x)$ is also a slowly varying function. We can prove the result from (3.13) by a standard method.

Proof of Corollary 1.2 We prove the result with two cases $r>1$ and $r=1$.
Case 1: $r>1$. Since $s>-1 / r$, we can choose $\alpha>r$ such that $s \alpha>-1$. Then

$$
\sum_{k=1}^{n}\left|a_{n k}\right|^{\alpha}=n^{-s \alpha} \sum_{k=1}^{n}\left|c_{n k}\right|^{\alpha} k^{s \alpha} \leq B^{\alpha} n^{-s \alpha} \sum_{k=1}^{n} k^{s \alpha}=O(n) .
$$

Hence (1.6) holds by Theorem 1.1 with $p=1$.
Case 2: $r=1$. In this case, $g(x) / x^{\tau} \downarrow$ for some $0<\tau<\min \{1,|1+1 / s|\}$.
If $s>-1 / 2$, then $0<\tau<1$. In this case, we take $\alpha=2$. Then

$$
\sum_{k=1}^{n}\left|a_{n k}\right|^{\alpha}=n^{-2 s} \sum_{k=1}^{n} c_{n k}^{2} k^{2 s}=O(n)
$$

Hence (1.6) holds by Theorem 1.2.
If $-1<s \leq-1 / 2$, then $0<\tau<-1-1 / s$. In this case, we take $\alpha$ such that $1+\tau<\alpha<-1 / s$. Then

$$
\sum_{k=1}^{n}\left|a_{n k}\right|^{\alpha}=n^{-\alpha s} \sum_{k=1}^{n}\left|c_{n k}\right|^{\alpha} k^{\alpha s}=O(n)
$$

Hence (1.6) also holds by Theorem 1.2.
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