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## Abstract

Let $B^{H, K}=\left\{B^{H, K}(t), t \geq 0\right\}$ be a $d$-dimensional bifractional Brownian motion with Hurst parameters $H \in(0,1)$ and $K \in(0,1]$. Assuming $d \geq 2$, we prove that the renormalized self-intersection local time

$$
\int_{0}^{T} \int_{0}^{t} \delta\left(B^{H, K}(t)-B^{H, K}(s)\right) d s d t-\mathbb{E}\left(\int_{0}^{T} \int_{0}^{t} \delta\left(B^{H, K}(t)-B^{H, K}(s)\right) d s d t\right)
$$

exists in $L^{2}$ if and only if $H K d<3 / 2$, where $\delta$ denotes the Dirac delta function. Our work generalizes the result of the renormalized self-intersection local time for fractional Brownian motion.
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## 1 Introduction

Fractional Brownian motion has received much attention in recent years due to its longrange dependence, stationarity increments, and self-similarity. It has been widely applied in turbulence, image processing, mathematics finance, and so on for small increments. However, it is inadequate to large increments. So, it is very natural to explore the extension of fractional Brownian motion which keeps some properties of fractional Brownian motion (gaussianity, stationarity of small increments, self-similarity), and then bifractional Brownian motion as a generalization of fractional Brownian motion has been investigated by many authors, see $[5,13,15]$ and the references therein for more details.

Let us briefly recall some related definitions of bifractional Brownian motion as follows. Set $B_{0}^{H, K}=\left\{B_{0}^{H, K}(t), t \geq 0\right\}$ be a bifractional Brownian motion in $\mathbb{R}$ with Hurst parameters $H \in(0,1)$ and $K \in(0,1]$, i.e., a centered, real-valued Gaussian process with zero mean and covariance function given by

$$
\begin{equation*}
\mathbb{E}\left[B_{0}^{H, K}(s) B_{0}^{H, K}(t)\right]=\frac{1}{2^{K}}\left[\left(t^{2 H}+s^{2 H}\right)^{K}-|t-s|^{2 H K}\right], \quad s, t \geq 0 . \tag{1.1}
\end{equation*}
$$

This process is $H K$-self similar and satisfies the following estimates:

$$
\begin{equation*}
2^{-K}|t-s|^{2 H K} \leq \mathbb{E}\left[\left(B_{0}^{H, K}(t)-B_{0}^{H, K}(s)\right)^{2}\right] \leq 2^{1-K}|t-s|^{2 H K} \tag{1.2}
\end{equation*}
$$

for each $T>0$ and $s, t \in[0, T]$. Moreover, we can easily check that it is Hölder continuous of order $\delta$ for any $\delta<H K$ from the Kolmogorov criterium. In particular, if $K=1, B_{0}^{H, 1}(t)$ is a fractional Brownian motion with Hurst parameter $H \in(0,1)$.

We associate with $B_{0}^{H, K}$ a Gaussian process $B^{H, K}=\left\{B^{H, K}(t), t \geq 0\right\}$ in $\mathbb{R}^{d}$ by

$$
\begin{equation*}
B^{H, K}(t)=\left(B_{1}^{H, K}(t), \ldots, B_{d}^{H, K}(t)\right) \tag{1.3}
\end{equation*}
$$

where $B_{1}^{H, K}, \ldots, B_{d}^{H, K}$ are independent copies of $B_{0}^{H, K} . B^{H, K}$ is called a $d$-dimensional bifractional Brownian motion with Hurst parameters $H \in(0,1)$ and $K \in(0,1]$.
On the other hand, since the work of Varadhan [16], self-intersection local time, as an important topic of probability theory, has been widely considered and studied in recent years. Especially, when it comes to Brownian motion and fractional Brownian motion, it has been extensively studied, see $[1,2,4,6,10,11,17]$ and the references therein.
Recently, the self-intersection local time of bifractional Brownian motion has already been researched by few scholars. Jiang and Wang [9] studied the existence and smoothness of the self-intersection local time of bifractional Brownian motions. Chen et al. [3] considered the existence and smoothness of self-intersection local times for a large class of Gaussian random fields, including fractional Brownian motion, fractional Brownian sheets, and bifractional Brownian motion. For more on the local time of bifractional Brownian motion, we can see $[14,18]$ and so on.
We know that the non-renormalized self-intersection local time of fractional Brownian motion exists in $L^{2}$ for $H d<1$ by the results of Jiang and Wang [9] and Chen et al. [3]. But for the case of renormalization, Hu and Nualart [7] obtained that the renormalized self-intersection local time of fractional Brownian motion exists in $L^{2}$ for $H d<3 / 2$. Therefore, the existence is different between renormalization and non-renormalization of self-intersection local time. In this paper, we consider the existence of renormalized self-intersection local time for bifractional Brownian motion. Our conclusions generalize the result of fractional Brownian motion in Hu and Nualart [7] to bifractional Brownian motions.

In this paper, the following local times of bifractional Brownian motion will be involved, including the local time $\ell_{T}^{H, K}(x)$ and the self-intersection local time $I(H, K, T)$ of bifractional Brownian motion $B^{H, K}(t)$. Formally, they are defined respectively as follows: for $T>0$,

$$
\begin{equation*}
\ell_{T}^{H, K}(x)=\int_{0}^{T} \delta\left(B^{H, K}(t)-x\right) d t \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
L(H, K, T)=\int_{0}^{T} \int_{0}^{t} \delta\left(B^{H, K}(t)-B^{H, K}(s)\right) d s d t \tag{1.5}
\end{equation*}
$$

where $\delta(x)$ is the Dirac delta function for $x \in \mathbb{R}^{d}$.
The Dirac delta function is formally

$$
\begin{equation*}
\delta(x)=\lim _{\varepsilon \rightarrow 0} p_{\varepsilon}(x)=(2 \pi)^{-d} \int_{\mathbb{R}^{d}} \exp \{i\langle\xi, x\rangle\} d \xi \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{\varepsilon}(x)=(2 \pi \varepsilon)^{-\frac{d}{2}} \exp \left\{-\frac{|x|^{2}}{2 \varepsilon}\right\}=(2 \pi)^{-d} \int_{\mathbb{R}^{d}} \exp \left\{i\langle\xi, x\rangle-\frac{1}{2} \varepsilon|\xi|^{2}\right\} d \xi . \tag{1.7}
\end{equation*}
$$

By (1.6), we define the approximated self-intersection local time of bifractional Brownian motion by

$$
\begin{equation*}
L_{\varepsilon}(H, K, T)=\int_{0}^{T} \int_{0}^{t} p_{\varepsilon}\left(B^{H, K}(t)-B^{H, K}(s)\right) d s d t . \tag{1.8}
\end{equation*}
$$

We will consider the following two questions:
(1) We consider the existence in $L^{2}$ and a sharp upper bound of second moment of local time $\ell_{T}^{H, K}(x)$ for bifractional Brownian motion. Although the existence of the local time for anisotropic Gaussian random fields is obtained in Theorem 2.6 by Chen et al. [3], which contains the result of bifractional Brownian motion, a sharp upper bound of second moment of the local time for anisotropic Gaussian random fields is not got. It is not enough to research the local time for Gaussian random fields. So, in order to fill this vacancy for bifractional Brownian motion, we give the following Theorem 1.1.

Theorem 1.1 Assume that $H K d<1$. Then the local time $\ell_{T}^{H, K}(x)$ of the $d$-dimension bifractional Brownian motion is square integrable, and for any $x \in \mathbb{R}^{d}$, we have the sharp upper bound

$$
\mathbb{E}\left[\ell_{T}^{H, K}(x)\right]^{2} \leq \frac{2 \Gamma^{2}(1-H K d)}{(2 \pi)^{d} k^{\frac{2}{d}} \Gamma(3-H K d)} T^{2-2 H K d}
$$

where $k$ is a constant depending on $H$ and $K$.
(2) The latter problem is to generalize the result of Hu and Nualart [7] to bifractional Brownian motion. That is, we will consider the existence of the renormalized self-intersection local time of bifractional Brownian motion in $L^{2}$. We get the following Theorem 1.2.

Theorem 1.2 Let $B^{H, K}=\left\{B^{H, K}(t), t \geq 0\right\}$ be a d-dimensional bifractional Brownian motion with Hurst parameters $H \in(0,1)$ and $K \in(0,1]$. Then, for every $T>0$, the renormalized self-intersection local time $L_{\varepsilon}(H, K, T)-\mathbb{E}\left[L_{\varepsilon}(H, K, T)\right]$ of $B^{H, K}$ converges in $L^{2}$ as $\varepsilon$ tends to zero if and only if $H K d<\frac{3}{2}$.

The paper is organized as follows. In Sect. 2, we study the square-integrable of the local time of $d$-dimensional bifractional Brownian motion. We prove the existence of the selfintersection local time of $d$-dimensional bifractional Brownian motion in Sect. 3.

For simplicity, we will use $k$ to denote unspecified positive finite constants which may be different in each appearance throughout this paper.

## 2 Square integrable of the local time

In this section, the local time of the $d$-dimension bifractional Brownian motion will be discussed. We firstly give the following lemma which plays an important role in proving the existence of the local time and Theorem 1.1.

Lemma 2.1 ([15], Proposition 2.1) For all constants $0<a<b, B_{0}^{H, K}(t)$ is strongly locally $\varphi$-nondeterministic on $I=[a, b]$ with $\varphi(r)=r^{2 H K}$. That is, there exist positive constants $k$ and $r_{0}$ such that, for all $t \in I$ and all $0<r \leq \min \left\{t, r_{0}\right\}$,

$$
\begin{equation*}
\operatorname{Var}\left(B_{0}^{H, K}(t)\left|B_{0}^{H, K}(s): s \in I, r \leq|s-t| \leq r_{0}\right) \geq k \varphi(r)\right. \tag{2.1}
\end{equation*}
$$

By (2.1), we have that: if $0 \leq t_{1}<t_{2}<\cdots<t_{n}<T$, then there is a constant $k>0$ such that

$$
\begin{equation*}
\operatorname{Var}\left(\sum_{m=2}^{n} u_{m}\left(B_{0}^{H, K}\left(t_{m}\right)-B_{0}^{H, K}\left(t_{m-1}\right)\right)\right) \geq k \sum_{m=2}^{n} u_{m}^{2}\left|t_{m}-t_{m-1}\right|^{2 H K} \tag{2.2}
\end{equation*}
$$

for any $u_{m} \in \mathbb{R}, m=2, \ldots, n$.

Now, we prove Theorem 1.1, which is an extension of Theorem 5.1 in [8] to bifractional Brownian motion.

Proof of Theorem 1.1 From the expression of $\ell_{T}^{H, K}(x)$ and (1.6), we can get

$$
\begin{align*}
\mathbb{E} & {\left[\ell_{T}^{H, K}(x)\right]^{2} } \\
= & \mathbb{E}\left[\int_{[0, T]^{2}} \delta\left(B^{H, K}(t)-x\right) \delta\left(B^{H, K}(s)-x\right) d s d t\right] \\
= & \frac{1}{(2 \pi)^{2 d}} \int_{[0, T]^{2}} \int_{\mathbb{R}^{2 d}} \mathbb{E}\left[\exp \left\{i\left[\left\langle\left(B^{H, K}(t)-x\right), \xi\right\rangle+\left\langle\left(B^{H, K}(s)-x\right), \eta\right)\right]\right\}\right] d \xi d \eta d s d t \\
= & \frac{1}{(2 \pi)^{2 d}} \int_{[0, T]^{2}} \int_{\mathbb{R}^{2 d}} \mathbb{E}\left[\operatorname { e x p } \left\{i \sum _ { m = 1 } ^ { d } \left[\left(B_{m}^{H, K}(t)-x_{m}\right) \xi_{m}\right.\right.\right. \\
& \left.\left.\left.+\left(B_{m}^{H, K}(s)-x_{m}\right) \eta_{m}\right]\right\}\right] d \xi d \eta d s d t \\
\leq & \frac{2}{(2 \pi)^{2 d}} \int_{0 \leq s<t \leq T} \int_{\mathbb{R}^{2 d}} \prod_{m=1}^{d} \exp \left\{-\frac{1}{2} \operatorname{Var}\left(\left[\left(B_{m}^{H, K}(t) \xi_{m}\right.\right.\right.\right. \\
& \left.\left.\left.+B_{m}^{H, K}(s) \eta_{m}\right]\right)\right\} d \xi d \eta d s d t, \tag{2.3}
\end{align*}
$$

where we used the fact that $\mathbb{E}\left[e^{i X}\right]=\exp \left\{-\frac{1}{2} \operatorname{Var}(X)\right\}$ for any Gaussian random variable $X$.
By the local nondeterminism (2.2) of bifractional Brownian motion and $\operatorname{Var}\left(B^{H, K}(t)\right)=$ $t^{2 H K}$, we have that, for $0 \leq s<t \leq T$, there is a positive constant $k>0$ such that

$$
\begin{aligned}
\operatorname{Var}\left(B_{m}^{H, K}(t) \xi_{m}+B_{m}^{H, K}(s) \eta_{m}\right) & =\operatorname{Var}\left(\left(B_{m}^{H, K}(t)-B_{m}^{H, K}(s)\right) \xi_{m}\right)+\operatorname{Var}\left(B_{m}^{H, K}(s)\left(\xi_{m}+\eta_{m}\right)\right) \\
& \geq k\left[\left|\xi_{m}\right|^{2}|t-s|^{2 H K}+\left|\xi_{m}+\eta_{m}\right|^{2} s^{2 H K}\right]
\end{aligned}
$$

Therefore, we get that the last integral of (2.3) is bounded by the following expression:

$$
\begin{equation*}
\frac{2}{(2 \pi)^{2 d}} \int_{0 \leq s<t \leq T} \int_{\mathbb{R}^{2 d}} \prod_{m=1}^{d} \exp \left\{-\frac{k}{2}\left[\left|\xi_{m}\right|^{2}|t-s|^{2 H K}+\left|\xi_{m}+\eta_{m}\right|^{2} s^{2 H K}\right]\right\} d \xi d \eta d t d s \tag{2.4}
\end{equation*}
$$

By integrating with respect to $\xi$ and $\eta$, respectively, and changing the variable $s=t u$ for $s$, we obtain that expression (2.4) is equal to

$$
\begin{align*}
& \frac{2}{(2 \pi)^{d} k^{\frac{d}{2}}} \int_{0 \leq s<t \leq T} \frac{1}{s^{H K d}|t-s|^{H K d}} d s d t \\
& \quad=\frac{2}{(2 \pi)^{d} k^{\frac{d}{2}}} \int_{0}^{T} d t \int_{0}^{t} s^{-H K d}(t-s)^{-H K d} d s \\
& =\frac{2}{(2 \pi)^{d} k^{\frac{d}{2}}} \int_{0}^{T} t^{(1-2 H K d)} d t \int_{0}^{1} u^{-H K d}(1-u)^{-H K d} d u \\
& =\frac{2}{(2 \pi)^{d} k^{\frac{d}{2}}} \mathrm{~B}(1-H K d, 1-H K d) \int_{0}^{T} t^{(1-2 H K d)} d t \\
& \quad=\frac{2 \Gamma^{2}(1-H K d)}{(2 \pi)^{d} k^{\frac{2}{d}} \Gamma(3-H K d)} T^{2-2 H K d} . \tag{2.5}
\end{align*}
$$

This completes the proof.

Remark this proposition implies that the local time of bifractional Brownian motion exists in $L^{2}$ if $H K d<1$. This is consistent with Theorem 2.6 in [3] and Theorem 1 in [12].

## 3 The existence of the renormalized self-intersection local time

In this section, we will prove the existence of the renormalized self-intersection local time of bifractional Brownian motion, which extends the result of Hu and Nualart [7] to bifractional Brownian motion. For more on the existence of the self-intersection local time of bifractional Brownian motion, we can refer to Jiang and Wang [9] and Chen et al. [3].

According to the definition for the self-intersection local time of bifractional Brownian motion and (1.7), we get

$$
\begin{align*}
& L_{\varepsilon}(H, K, T) \\
& \quad=\int_{0}^{T} \int_{0}^{t} p_{\varepsilon}\left(B^{H, K}(t)-B^{H, K}(s)\right) d s d t \\
& \quad=\frac{1}{(2 \pi)^{d}} \int_{0}^{T} \int_{0}^{t} \int_{\mathbb{R}^{d}} \exp \left\{i\left|\xi, B^{H, K}(t)-B^{H, K}(s)\right\rangle-\frac{1}{2} \varepsilon|\xi|^{2}\right\} d \xi d s d t . \tag{3.1}
\end{align*}
$$

Then, by the independence of $B_{1}^{H, K}, \ldots, B_{d}^{H, K}$, we obtain the mean of the self-intersection local time

$$
\begin{aligned}
\mathbb{E} & {\left[L_{\varepsilon}(H, K, T)\right] } \\
= & \frac{1}{(2 \pi)^{d}} \int_{0}^{T} \int_{0}^{t} \int_{\mathbb{R}^{d}} \mathbb{E} \exp \left\{i \sum_{m=1}^{d}\left(B_{m}^{H, K}(t)-B_{m}^{H, K}(s)\right) \xi_{m}\right\} \exp \left\{-\frac{1}{2} \varepsilon|\xi|^{2}\right\} d \xi d s d t \\
= & \frac{1}{(2 \pi)^{d}} \int_{0}^{T} \int_{0}^{t} \int_{\mathbb{R}^{d}} \prod_{m=1}^{d} \exp \left\{-\frac{1}{2} \operatorname{Var}\left(\left(B_{m}^{H, K}(t)\right.\right.\right. \\
& \left.\left.\left.-B_{m}^{H, K}(s)\right) \xi_{m}\right)\right\} \exp \left\{-\frac{1}{2} \varepsilon|\xi|^{2}\right\} d \xi d s d t
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{(2 \pi)^{d}} \int_{0}^{T} \int_{0}^{t} \int_{\mathbb{R}^{d}} \prod_{m=1}^{d} \exp \left\{-\frac{1}{2}\left|\xi_{m}\right|^{2}\left(\operatorname{Var}\left(B_{m}^{H, K}(t)-B_{m}^{H, K}(s)\right)+\varepsilon\right)\right\} d \xi d s d t \\
& =\frac{1}{(2 \pi)^{\frac{d}{2}}} \int_{0}^{T} \int_{0}^{t}\left(\operatorname{Var}\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)+\varepsilon\right)^{-\frac{d}{2}} d s d t, \tag{3.2}
\end{align*}
$$

and the second moment of the self-intersection local time

$$
\begin{aligned}
\mathbb{E}[ & \left.L_{\varepsilon}^{2}(H, K, T)\right] \\
= & \mathbb{E}\left[\int_{0}^{T} \int_{0}^{t} \int_{0}^{T} \int_{0}^{t^{\prime}} p_{\varepsilon}\left(B^{H, K}(t)-B^{H, K}(s)\right) p_{\varepsilon}\left(B^{H, K}\left(t^{\prime}\right)-B^{H, K}\left(s^{\prime}\right)\right) d s^{\prime} d t^{\prime} d s d t\right] \\
= & \frac{1}{(2 \pi)^{2 d}} \mathbb{E}\left[\int_{\mathcal{T}} \int_{\mathbb{R}^{2 d}} \exp \left\{i\left|\xi, B^{H, K}(t)-B^{H, K}(s)\right\rangle-\frac{1}{2} \varepsilon|\xi|^{2}\right\}\right. \\
& \left.\times \exp \left\{i\left|\eta, B^{H, K}\left(t^{\prime}\right)-B^{H, K}\left(s^{\prime}\right)\right\rangle-\frac{1}{2} \varepsilon|\eta|^{2}\right\} d \xi d \eta d \tau\right] \\
= & \frac{1}{(2 \pi)^{2 d}} \int_{\mathcal{T}} \int_{\mathbb{R}^{2 d}} \exp \left\{-\frac{1}{2} \varepsilon\left(|\xi|^{2}+|\eta|^{2}\right)\right\} \mathbb{E} \exp \left\{i \sum _ { m = 1 } ^ { d } \left[\left(B_{m}^{H, K}(t)-B_{m}^{H, K}(s)\right) \xi_{m}\right.\right. \\
& \left.\left.+\left(B_{m}^{H, K}\left(t^{\prime}\right)-B_{m}^{H, K}\left(s^{\prime}\right)\right) \eta_{m}\right]\right\} d \xi d \eta d \tau \\
= & \frac{1}{(2 \pi)^{2 d}} \int_{\mathcal{T}} \int_{\mathbb{R}^{2 d}} \exp \left\{-\frac{1}{2} \varepsilon\left(|\xi|^{2}+|\eta|^{2}\right)\right\} \prod_{m=1}^{d} \exp \left\{-\frac{1}{2} \operatorname{Var}\left[\left(B_{m}^{H, K}(t)-B_{m}^{H, K}(s)\right) \xi_{m}\right.\right. \\
& \left.\left.+\left(B_{m}^{H, K}\left(t^{\prime}\right)-B_{m}^{H, K}\left(s^{\prime}\right)\right) \eta_{m}\right]\right\} d \xi d \eta d \tau,
\end{aligned}
$$

where $\mathcal{T}=\left\{\left(s, t, s^{\prime}, t^{\prime}\right) \mid 0 \leq s<t \leq T, 0 \leq s^{\prime}<t^{\prime} \leq T\right\}$ and $\tau=\left(s, t, s^{\prime}, t^{\prime}\right)$.
Notice that

$$
\begin{aligned}
\operatorname{Var} & {\left[\left(B_{m}^{H, K}(t)-B_{m}^{H, K}(s)\right) \xi_{m}+\left(B_{m}^{H, K}\left(t^{\prime}\right)-B_{m}^{H, K}\left(s^{\prime}\right)\right) \eta_{m}\right] } \\
= & \mathbb{E}\left[\left(B_{m}^{H, K}(t)-B_{m}^{H, K}(s)\right) \xi_{m}+\left(B_{m}^{H, K}\left(t^{\prime}\right)-B_{m}^{H, K}\left(s^{\prime}\right)\right) \eta_{m}\right]^{2} \\
= & \mathbb{E}\left[\left(B_{m}^{H, K}(t)-B_{m}^{H, K}(s)\right)^{2} \xi_{m}^{2}+\left(B_{m}^{H, K}\left(t^{\prime}\right)-B_{m}^{H, K}\left(s^{\prime}\right)\right)^{2} \eta_{m}^{2}\right. \\
& \left.+2 \xi_{m} \eta_{m}\left(B_{m}^{H, K}(t)-B_{m}^{H, K}(s)\right)\left(B_{m}^{H, K}\left(t^{\prime}\right)-B_{m}^{H, K}\left(s^{\prime}\right)\right)\right] \\
= & \left|\xi_{m}\right|^{2} \lambda+\left|\eta_{m}\right|^{2} \rho+2 \xi_{m} \eta_{m} \mu,
\end{aligned}
$$

where $B_{1}^{H, K}(t)$ denotes a one-dimensional bifractional Brownian motion with Hurst parameters $H$ and $K, \lambda$ is the variance of $B_{1}^{H, K}(t)-B_{1}^{H, K}(s), \rho$ is the variance of $B_{1}^{H, K}\left(t^{\prime}\right)-$ $B_{1}^{H, K}\left(s^{\prime}\right)$, and $\mu$ is the covariance of $B_{1}^{H, K}(t)-B_{1}^{H, K}(s)$ and $B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)$.

Then the second moment of the random variable $L_{\varepsilon}(H, K, T)$ is

$$
\begin{aligned}
\mathbb{E} & {\left[L_{\varepsilon}^{2}(H, K, T)\right] } \\
& =\frac{1}{(2 \pi)^{2 d}} \int_{\mathcal{T}} \int_{\mathbb{R}^{2 d}} \prod_{m=1}^{d} \exp \left\{-\frac{1}{2}\left[\left|\xi_{m}\right|^{2} \lambda+\left|\eta_{m}\right|^{2} \rho+2 \xi_{m} \eta_{m} \mu\right]\right\}
\end{aligned}
$$

$$
\begin{align*}
& \times \exp \left\{-\frac{1}{2} \varepsilon\left(|\xi|^{2}+|\eta|^{2}\right)\right\} d \xi d \eta d \tau \\
= & \frac{1}{(2 \pi)^{2 d}} \int_{\mathcal{T}} \int_{\mathbb{R}^{2 d}} \exp \left\{-\frac{1}{2}\left(|\xi|^{2} \lambda+|\eta|^{2} \rho+2\langle\xi, \eta\rangle \mu\right)\right\} \\
& \times \exp \left\{-\frac{1}{2} \varepsilon\left(|\xi|^{2}+|\eta|^{2}\right)\right\} d \xi d \eta d \tau \\
= & \frac{1}{(2 \pi)^{d}} \int_{\mathcal{T}}\left[(\lambda+\varepsilon)(\rho+\varepsilon)-\mu^{2}\right]^{-\frac{d}{2}} d \tau . \tag{3.3}
\end{align*}
$$

Based on $\mathbb{E}\left[L_{\varepsilon}(H, K, T)\right]$ and $\mathbb{E}\left[L_{\varepsilon}^{2}(H, K, T)\right]$, it follows that

$$
\begin{align*}
\mathbb{E} & \left(L_{\varepsilon_{1}}(H, K, T)-\mathbb{E}\left[L_{\varepsilon_{1}}(H, K, T)\right]\right)\left(L_{\varepsilon_{2}}(H, K, T)-\mathbb{E}\left[L_{\varepsilon_{2}}(H, K, T)\right]\right) \\
& =\mathbb{E}\left(L_{\varepsilon_{1}}(H, K, T) L_{\varepsilon_{2}}(H, K, T)\right)-\left(\mathbb{E}\left[L_{\varepsilon_{1}}(H, K, T)\right] \mathbb{E}\left[L_{\varepsilon_{2}}(H, K, T)\right]\right) \\
& =\frac{1}{(2 \pi)^{d}} \int_{\mathcal{T}}\left[\left[\left(\lambda+\varepsilon_{1}\right)\left(\rho+\varepsilon_{2}\right)-\mu^{2}\right]^{-\frac{d}{2}}-\left(\lambda+\varepsilon_{1}\right)^{-\frac{d}{2}}\left(\rho+\varepsilon_{2}\right)^{-\frac{d}{2}}\right] d \tau . \tag{3.4}
\end{align*}
$$

By equality (3.4), we have

$$
\begin{aligned}
& \lim _{\varepsilon_{1}, \varepsilon_{2} \rightarrow 0} \mathbb{E}\left(L_{\varepsilon_{1}}(H, K, T)-\mathbb{E}\left[L_{\varepsilon_{1}}(H, K, T)\right]\right)\left(L_{\varepsilon_{2}}(H, K, T)-\mathbb{E}\left[L_{\varepsilon_{2}}(H, K, T)\right]\right) \\
& \quad=\lim _{\varepsilon_{1}, \varepsilon_{2} \rightarrow 0} \frac{1}{(2 \pi)^{d}} \int_{\mathcal{T}}\left[\left[\left(\lambda+\varepsilon_{1}\right)\left(\rho+\varepsilon_{2}\right)-\mu^{2}\right]^{-\frac{d}{2}}-\left(\lambda+\varepsilon_{1}\right)^{-\frac{d}{2}}\left(\rho+\varepsilon_{2}\right)^{-\frac{d}{2}}\right] d \tau \\
& \quad=\frac{1}{(2 \pi)^{d}} \int_{\mathcal{T}}\left[\left(\lambda \rho-\mu^{2}\right)^{-\frac{d}{2}}-(\lambda \rho)^{-\frac{d}{2}}\right] d \tau .
\end{aligned}
$$

Therefore, the limit of

$$
\begin{equation*}
\mathbb{E}\left(L_{\varepsilon_{1}}(H, K, T)-\mathbb{E}\left[L_{\varepsilon_{1}}(H, K, T)\right]\right)\left(L_{\varepsilon_{2}}(H, K, T)-\mathbb{E}\left[L_{\varepsilon_{2}}(H, K, T)\right]\right) \tag{3.5}
\end{equation*}
$$

as $\varepsilon_{1}, \varepsilon_{2}$ tend to 0 , exists if and only if $\int_{\mathcal{T}}\left[\left(\lambda \rho-\mu^{2}\right)^{-\frac{d}{2}}-(\lambda \rho)^{-\frac{d}{2}}\right] d \tau$.
By Loève's criterion of mean-square convergence, we know that a necessary and sufficient condition for the convergence of $L_{\varepsilon}(H, K, T)-\mathbb{E}\left[L_{\varepsilon}(H, K, T)\right]$ in $L^{2}$ is the existence of finite limit of (3.5) as $\varepsilon_{1}$, $\varepsilon_{2}$ tend to 0 . Consequently, a necessary and sufficient condition for the convergence of $L_{\varepsilon}(H, K, T)-\mathbb{E}\left[L_{\varepsilon}(H, K, T)\right]$ in $L^{2}$ is that

$$
\begin{equation*}
\Xi_{T}:=\int_{\mathcal{T}}\left[\left(\lambda \rho-\mu^{2}\right)^{-\frac{d}{2}}-(\lambda \rho)^{-\frac{d}{2}}\right] d \tau<+\infty \tag{3.6}
\end{equation*}
$$

For notation and simplicity along the paper, we will denote $\delta=\lambda \rho-\mu^{2}$ and $\Theta=\delta^{-\frac{d}{2}}-$ $(\lambda \rho)^{-\frac{d}{2}}$, then the last inequality is rewritten as

$$
\begin{equation*}
\Xi_{T}=\int_{\mathcal{T}} \Theta d \tau<+\infty \tag{3.7}
\end{equation*}
$$

For simplicity, we give some symbols. The region $\mathcal{T}=\left\{\left(s, t, s^{\prime}, t^{\prime}\right) \mid 0 \leq s<t \leq T, 0 \leq s^{\prime}<\right.$ $\left.t^{\prime} \leq T\right\}$ is decomposed as follows:

$$
\mathcal{T} \cap\left\{s<s^{\prime}\right\}=\mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}
$$

where

$$
\begin{aligned}
& \mathcal{T}_{1}=\left\{\left(s, t, s^{\prime}, t^{\prime}\right) \mid 0 \leq s<s^{\prime}<t<t^{\prime} \leq T\right\}, \\
& \mathcal{T}_{2}=\left\{\left(s, t, s^{\prime}, t^{\prime}\right) \mid 0 \leq s<s^{\prime}<t^{\prime}<t \leq T\right\}, \\
& \mathcal{T}_{3}=\left\{\left(s, t, s^{\prime}, t^{\prime}\right) \mid 0 \leq s<t<s^{\prime}<t^{\prime} \leq T\right\} .
\end{aligned}
$$

Then, for $\left(s, t, s^{\prime}, t^{\prime}\right) \in \mathcal{T}$, we can consider the following three cases:
(i) If $\left(s, t, s^{\prime}, t^{\prime}\right) \in \mathcal{T}_{1}$, denoting $a=s^{\prime}-s, b=t-s^{\prime}, c=t^{\prime}-t$, and $e=s$, we have

$$
\begin{aligned}
\lambda=\lambda_{1}:= & (a+b)^{2 H K}, \quad \rho=\rho_{1}:=(b+c)^{2 H K}, \\
\mu=\mu_{1}:= & \frac{1}{2^{K}}\left[\left[(e+a+b)^{2 H}+(e+a+b+c)^{2 H}\right]^{K}-\left[(e+a+b)^{2 H}+(e+a)^{2 H}\right]^{K}\right. \\
& \left.-\left[e^{2 H}+(e+a+b+c)^{2 H}\right]^{K}+\left[e^{2 H}+(e+a)^{2 H}\right]^{K}\right] \\
& +\frac{1}{2^{K}}\left[b^{2 H K}-c^{2 H K}-a^{2 H K}+(a+b+c)^{2 H K}\right] .
\end{aligned}
$$

(ii) If $\left(s, t, s^{\prime}, t^{\prime}\right) \in \mathcal{T}_{2}$, denoting $a=s^{\prime}-s, b=t^{\prime}-s^{\prime}, c=t-t^{\prime}$, and $e=s$, we have

$$
\begin{aligned}
\lambda=\lambda_{2}:= & (a+b+c)^{2 H K}, \quad \rho=\rho_{2}:=b^{2 H K}, \\
\mu=\mu_{2}:= & \frac{1}{2^{K}}\left[\left[(e+a+b+c)^{2 H}+(e+a+b)^{2 H}\right]^{K}\right. \\
& -\left[(e+a+b+c)^{2 H}+(e+a)^{2 H}\right]^{K} \\
& \left.-\left[e^{2 H}+(e+a+b)^{2 H}\right]^{K}+\left[e^{2 H}+(e+a)^{2 H}\right]^{K}\right] \\
& +\frac{1}{2^{K}}\left[(b+c)^{2 H K}-c^{2 H K}-a^{2 H K}+(a+b)^{2 H K}\right] .
\end{aligned}
$$

(iii) If $\left(s, t, s^{\prime}, t^{\prime}\right) \in \mathcal{T}_{3}$, denoting $a=t-s, b=s^{\prime}-t, c=t^{\prime}-s^{\prime}$, and $e=s$, we have

$$
\begin{aligned}
\lambda=\lambda_{3}:= & a^{2 H K}, \quad \rho=\rho_{3}:=c^{2 H K}, \\
\mu=\mu_{3}:= & \frac{1}{2^{K}}\left[\left[(e+a)^{2 H}+(e+a+b+c)^{2 H}\right]^{K}-\left[(e+a)^{2 H}+(e+a+b)^{2 H}\right]^{K}\right. \\
& \left.-\left[e^{2 H}+(e+a+b+c)^{2 H}\right]^{K}+\left[e^{2 H}+(e+a+b)^{2 H}\right]^{K}\right] \\
& +\frac{1}{2^{K}}\left[|a+b+c|^{2 H K}-|a+b|^{2 H K}-|b+c|^{2 H K}+b^{2 H K}\right] .
\end{aligned}
$$

Meanwhile, we set $\delta_{i}=\lambda_{i} \rho_{i}-\mu_{i}^{2}$ and $\Theta_{i}=\delta_{i}^{-\frac{d}{2}}-\left(\lambda_{i} \rho_{i}\right)^{-\frac{d}{2}}$ for $i=1,2,3$.
For $\mu_{3}$, we can get the following upper bounded by the basic inequalities.
Lemma 3.1 For $\mu_{3}$ defined in case (iii), there exists a constant $k$ such that

$$
\begin{equation*}
\mu_{3} \leq k b^{2 H K-2} a c \tag{3.8}
\end{equation*}
$$

Proof For the convenience of calculation, we set $\mu_{3}:=\Delta_{3,1}+\Delta_{3,2}$, where

$$
\Delta_{3,1}:=\frac{1}{2^{K}}\left[|a+b+c|^{2 H K}-|a+b|^{2 H K}-|b+c|^{2 H K}+|b|^{2 H K}\right]
$$

and

$$
\begin{aligned}
\Delta_{3,2}:= & \frac{1}{2^{K}}\left[\left[(e+a)^{2 H}+(e+a+b+c)^{2 H}\right]^{K}-\left[(e+a)^{2 H}+(e+a+b)^{2 H}\right]^{K}\right. \\
& \left.-\left[e^{2 H}+(e+a+b+c)^{2 H}\right]^{K}+\left[e^{2 H}+(e+a+b)^{2 H}\right]^{K}\right] .
\end{aligned}
$$

For the term $\Delta_{3,1}$, we easily get $\Delta_{3,1} \leq k a c b^{2 H K-2}$.
Now, we consider the term $\Delta_{3,2}$. Let $f(t)=\left[t^{2 H}+(e+a+b+c)^{2 H}\right]^{K}-\left[t^{2 H}+(e+a+b)^{2 H}\right]^{K}$. Then we have

$$
\frac{d f(t)}{d t}=2 H K t^{2 H-1}\left\{\left[t^{2 H}+(e+a+b+c)^{2 H}\right]^{K-1}-\left[t^{2 H}+(e+a+b)^{2 H}\right]^{K-1}\right\}
$$

So, by the mean theorem, there exist $\xi \in(e, e+a)$ and $\eta \in(e+a+b, e+a+b+c)$ such that

$$
\begin{align*}
\Delta_{3,2} & =\frac{1}{2^{K}} \int_{e}^{e+a} 2 H K t^{2 H-1}\left\{\left[t^{2 H}+(e+a+b+c)^{2 H}\right]^{K-1}-\left[t^{2 H}+(e+a+b)^{2 H}\right]^{K-1}\right\} d t \\
& \leq \frac{1}{2^{K}}\left|2 H K a \xi^{2 H-1}\left\{\left[\xi^{2 H}+(e+a+b+c)^{2 H}\right]^{K-1}-\left[\xi^{2 H}+(e+a+b)^{2 H}\right]^{K-1}\right\}\right| \\
& =\frac{1}{2^{K}}\left|4 H^{2} K(K-1)\right| \xi^{2 H-1} \eta^{2 H-1}\left[\xi^{2 H}+\eta^{2 H}\right]^{K-2} a c \\
& =k a c \eta^{2 H K-2} \leq k a c(e+a+b)^{2 H K-2} \\
& \leq k a c b^{2 H K-2}, \tag{3.9}
\end{align*}
$$

where we used the fact that $\xi^{2 H}+\eta^{2 H} \geq \xi^{2 H \alpha} \eta^{2 H \eta}, \alpha=\frac{1-2 H}{2 H(K-2)}, \beta=1-\frac{1-2 H}{2 H(K-2)}$. Further,

$$
\xi^{2 H-1} \eta^{2 H-1}\left[\xi^{2 H}+\eta^{2 H}\right]^{K-2} \leq \xi^{2 H-1} \eta^{2 H-1}\left[\xi^{2 H \alpha} \eta^{2 H \eta}\right]^{K-2} \leq \eta^{2 H K-2}
$$

Combining the upper bounds of $\Delta_{3,1}$ and $\Delta_{3,2}$, we get that $\mu_{3} \leq k b^{2 H K-2} a c$.

The following lemma provides some useful inequalities for the proof of Theorem 1.2.

Lemma 3.2 Following the decomposition of the region $\mathcal{T}$, there exists a constant $k$ such that
(i)

$$
\begin{equation*}
\delta_{1} \geq k\left[(a+b)^{2 H K} c^{2 H K}+(b+c)^{2 H K} a^{2 H K}\right] \tag{3.10}
\end{equation*}
$$

(ii) for $i=2,3$,

$$
\begin{equation*}
\delta_{i} \geq k \lambda_{i} \rho_{i} \tag{3.11}
\end{equation*}
$$

Proof For case (i), we denote $\bar{a}=\operatorname{Var}\left(B_{1}^{H, K}\left(s^{\prime}\right)-B_{1}^{H, K}(s)\right), \bar{b}=\operatorname{Var}\left(B_{1}^{H, K}(t)-B_{1}^{H, K}\left(s^{\prime}\right)\right), \bar{c}=$ $\operatorname{Var}\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}(t)\right)$. On the one hand, by the local nondeterminism (2.2), we have, for
all $u$ and $v$,

$$
\begin{align*}
\operatorname{Var} & \left(u\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)+v\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right) \\
= & \operatorname{Var}\left(u\left(B_{1}^{H, K}\left(s^{\prime}\right)-B_{1}^{H, K}(s)\right)+(u+v)\left(B_{1}^{H, K}(t)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right. \\
& \left.+v\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}(t)\right)\right) \\
\geq & k\left[\bar{a} u^{2}+\bar{b}(u+v)^{2}+\bar{c} v^{2}\right] . \tag{3.12}
\end{align*}
$$

On the other hand, by using inequality (1.2), we get

$$
\begin{align*}
\operatorname{Var} & \left(u\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)+v\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right) \\
= & \mathbb{E}\left[u\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)+v\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right]^{2} \\
= & u^{2} \mathbb{E}\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)^{2}+v^{2} \mathbb{E}\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)^{2} \\
& +2 u v \mathbb{E}\left[\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right] \\
= & \lambda_{1} u^{2}+\rho_{1} v^{2}+2 \mu_{1} u v . \tag{3.13}
\end{align*}
$$

Thus, through combining (3.12) with (3.13), it is easy to get

$$
\lambda_{1} u^{2}+\rho_{1} v^{2}+2 \mu_{1} u v \geq k\left[\bar{a} u^{2}+\bar{b}(u+v)^{2}+\bar{c} v^{2}\right]
$$

This implies that

$$
\left(\lambda_{1}-k \bar{a}-k \bar{b}\right) u^{2}+2\left(\mu_{1}-k \bar{b}\right) u v+\left(\rho_{1}-k \bar{b}-k \bar{c}\right) v^{2} \geq 0 .
$$

Therefore, $\left(\lambda_{1}-k \bar{a}-k \bar{b}\right)\left(\rho_{1}-k \bar{b}-k \bar{c}\right)-\left(\mu_{1}-k \bar{b}\right)^{2} \geq 0$.
By calculating, we have

$$
\begin{aligned}
\delta_{1} & =\lambda_{1} \rho_{1}-\mu_{1}^{2} \\
& \geq \lambda_{1} k(\bar{b}+\bar{c})+k \rho_{1}(\bar{a}+\bar{b})-2 k \mu_{1} \bar{b}-k^{2}(\bar{a} \bar{b}+\bar{b} \bar{c}+\bar{a} \bar{c}) .
\end{aligned}
$$

According to the inequality $\mu_{1}^{2} \leq \lambda_{1} \rho_{1}$, it is easy to get $\mu_{1} \leq \sqrt{\lambda_{1} \rho_{1}} \leq \frac{1}{2}\left(\lambda_{1}+\rho_{1}\right)$. Furthermore, we get that $\delta_{1}$ has the lower bound as follows:

$$
\delta_{1} \geq k\left(\lambda_{1} \bar{c}+\rho_{1} \bar{a}\right)-k^{2}(\bar{a} \bar{b}+\bar{b} \bar{c}+\bar{a} \bar{c}) .
$$

Meanwhile, based on $C_{r}$-inequality and the denotes $\bar{a}, \bar{b}, \bar{c}$, we know that $\lambda_{1} \leq 2(\bar{a}+\bar{b})=$ $2\left(a^{2 H K}+b^{2 H K}\right), \rho_{1} \leq 2(\bar{b}+\bar{c})=2\left(b^{2 H K}+c^{2 H K}\right)$, then

$$
\lambda_{1} \bar{c}+\rho_{1} \bar{a} \leq 2(\bar{a}+\bar{b}) \bar{c}+2(\bar{b}+\bar{c}) \bar{a} \leq 4(\bar{a} \bar{b}+\bar{b} \bar{c}+\bar{a} \bar{c}) .
$$

Furthermore, we can choose $k \in(0,4)$ satisfying inequality (2.2) such that the following
inequality holds:

$$
\begin{aligned}
\delta_{1} & \geq\left(k-\frac{k^{2}}{4}\right)\left(\lambda_{1} \bar{c}+\rho_{1} \bar{a}\right) \\
& =\frac{(4-k) k}{4}\left(\lambda_{1} \bar{c}+\rho_{1} \bar{a}\right) \\
& \geq k[(\bar{a}+\bar{b}) \bar{c}+(\bar{b}+\bar{c}) \bar{a}] \\
& \geq k\left[\left(a^{2 H K}+b^{2 H K}\right) c^{2 H K}+\left(b^{2 H K}+c^{2 H K}\right) a^{2 H K}\right] \\
& \geq k\left[(a+b)^{2 H K} c^{2 H K}+(b+c)^{2 H K} a^{2 H K}\right],
\end{aligned}
$$

where we used the fact $(a+b)^{2 H K} \leq k\left(a^{2 H K}+b^{2 H K}\right)$.
Next, we prove case (ii). For $i=2$, denote $\bar{a}=\operatorname{Var}\left(B_{1}^{H, K}\left(s^{\prime}\right)-B_{1}^{H, K}(s)\right), \bar{b}=\operatorname{Var}\left(B_{1}^{H, K}\left(t^{\prime}\right)-\right.$ $\left.B_{1}^{H, K}\left(s^{\prime}\right)\right), \bar{c}=\operatorname{Var}\left(B_{1}^{H, K}(t)-B_{1}^{H, K}\left(t^{\prime}\right)\right)$. By (2.2), we get that $\lambda_{2} \geq k(\bar{a}+\bar{b}+\bar{c}), \rho_{2} \geq k \bar{b}$, and for all $u$ and $v$, we have

$$
\begin{align*}
& \operatorname{Var}\left(u\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)+v\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right) \\
& \quad=\mathbb{E}\left[u\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)+v\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right]^{2} \\
& \quad \geq k\left(\bar{b} v^{2}+(\bar{a}+\bar{b}+\bar{c}) u^{2}\right) . \tag{3.14}
\end{align*}
$$

On the other hand,

$$
\begin{align*}
\operatorname{Var} & \left(u\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)+v\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right) \\
= & \mathbb{E}\left[u\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)+v\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right]^{2} \\
= & u^{2} \mathbb{E}\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)^{2}+v^{2} \mathbb{E}\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)^{2} \\
& +2 u v \mathbb{E}\left[\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right] \\
= & \lambda_{2} u^{2}+\rho_{2} v^{2}+2 \mu_{2} u v . \tag{3.15}
\end{align*}
$$

Then, we have the following inequality by combining (3.14) with (3.15):

$$
\lambda_{2} u^{2}+2 \mu_{2} u v+\rho_{2} v^{2} \geq k\left(\bar{b} v^{2}+(\bar{a}+\bar{b}+\bar{c}) u^{2}\right) .
$$

Thus, it is easy to see

$$
\left[\lambda_{2}-k(\bar{a}+\bar{b}+\bar{c})\right]\left(\rho_{2}-k \bar{b}\right)-\mu_{2}^{2} \geq 0
$$

Furthermore, according to the definition of $\delta$, we can get

$$
\begin{aligned}
\delta_{2} & =\lambda_{2} \rho_{2}-\mu_{2}^{2} \\
& \geq k \lambda_{2} \bar{b}+k \rho_{2}(\bar{a}+\bar{b}+\bar{c})-k^{2}(\bar{a}+\bar{b}+\bar{c}) \bar{b} \\
& \geq k \lambda_{2} \rho_{2} .
\end{aligned}
$$

For $i=3$, denote $\bar{a}=\operatorname{Var}\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right), \bar{b}=\operatorname{Var}\left(B_{1}^{H, K}\left(s^{\prime}\right)-B_{1}^{H, K}(t)\right), \bar{c}=\operatorname{Var}\left(B_{1}^{H, K}\left(t^{\prime}\right)-\right.$ $\left.B_{1}^{H, K}\left(s^{\prime}\right)\right)$. It is easy to get $\lambda_{3}=\bar{a}$ and $\rho_{3}=\bar{c}$. Meanwhile, by the local nondeterminism (2.2), for all $u$ and $v$,

$$
\begin{equation*}
\operatorname{Var}\left(u\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)+v\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right) \geq k\left(\bar{a} u^{2}+\bar{c} v^{2}\right) \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left(u\left(B_{1}^{H, K}(t)-B_{1}^{H, K}(s)\right)+v\left(B_{1}^{H, K}\left(t^{\prime}\right)-B_{1}^{H, K}\left(s^{\prime}\right)\right)\right)=\lambda_{3} u^{2}+\rho_{3} v^{2}+2 \mu_{3} u v . \tag{3.17}
\end{equation*}
$$

Then, it follows from combining (3.16) with (3.17) that

$$
\lambda_{3} u^{2}+2 \mu_{3} u v+\rho_{3} v^{2} \geq k\left(\bar{a} u^{2}+\bar{c} v^{2}\right)
$$

Thus,

$$
\left(\lambda_{3}-k \bar{a}\right)\left(\rho_{3}-k \bar{c}\right)-\mu_{3}^{2} \geq 0
$$

Therefore, we get

$$
\delta_{3}=\lambda_{3} \rho_{3}-\mu_{3}^{2} \geq k \lambda_{3} \bar{c}+k \rho_{3} \bar{a}-k^{2} \bar{a} \bar{c} \geq k \lambda_{3} \rho_{3} .
$$

Thus, the proof of Lemma 3.2 is completed.

By Lemma 3.2 and $\delta_{i}, \Theta_{i}, i=1,2,3$, defined above, we can get the following result.
Lemma 3.3 For $i=2,3$, there exists a constant $k$ such that

$$
\begin{equation*}
\Theta_{i} \leq k \mu_{i}^{2}\left(\lambda_{i} \rho_{i}\right)^{-\frac{d}{2}-1} \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta_{i} \leq k\left(\lambda_{i} \rho_{i}\right)^{-\frac{d}{2}} \tag{3.19}
\end{equation*}
$$

The proof of this lemma can be found in Hu and Nualart [7].
For proving Theorem 1.2, we will make use of the following elementary lemma.
Lemma 3.4 Let $\Xi_{T}$ be defined by (3.7). Then $\Xi_{T}<+\infty$ if and only if $H K d<\frac{3}{2}$.

Proof The proof will be done in two steps.
Step 1. We give the proof of the sufficient condition, that is, if $H K d<\frac{3}{2}$, we claim that

$$
\begin{equation*}
\int_{[0, T]^{3}} \Theta_{i} d a d b d c<+\infty, \quad i=1,2,3 \tag{3.20}
\end{equation*}
$$

We split the proof into three cases for the value of $i$.

For $i=1$, it is easy to get from (3.10)

$$
\begin{align*}
\delta_{1} & \geq k\left[(a+b)^{2 H K} c^{2 H K}+(b+c)^{2 H K} a^{2 H K}\right] \\
& \geq k(a+b)^{H K}(b+c)^{H K} a^{H K} c^{H K} \\
& \geq k(a b c)^{\frac{4}{3} H K} \tag{3.21}
\end{align*}
$$

and

$$
\begin{equation*}
\lambda_{1} \rho_{1} \geq k(a+b)^{2 H K}(b+c)^{2 H K} \geq(a b c)^{\frac{4}{3} H K} . \tag{3.22}
\end{equation*}
$$

Thus, the result $\int_{[0, T]^{3}} \Theta_{1} d a d b d c<+\infty$ can be obtained by combining the last two inequalities (3.21) and (3.22) for $i=1$.
For $i=2$, we decompose the region $\mathcal{T}_{2}$ as $\mathcal{T}_{2}=\left\{b \geq \eta_{1} a\right\} \cup\left\{b \geq \eta_{2} c\right\} \cup\left\{b<\eta_{1} a, b<\eta_{2} c\right\}$ for some fixed but arbitrary $\eta_{1}>0$ and $\eta_{2}>0$.
When $b<\eta_{1} a$ and $b<\eta_{2} c$, following the definition of $\mu_{2}$, we set

$$
\mu_{2}:=\Delta_{2,1}+\Delta_{2,2},
$$

where

$$
\begin{aligned}
\Delta_{2,1}:= & \frac{1}{2^{K}}\left[\left[(e+a+b+c)^{2 H}+(e+a+b)^{2 H}\right]^{K}-\left[(e+a+b+c)^{2 H}+(e+a)^{2 H}\right]^{K}\right. \\
& \left.-\left[e^{2 H}+(e+a+b)^{2 H}\right]^{K}+\left[e^{2 H}+(e+a)^{2 H}\right]^{K}\right]
\end{aligned}
$$

and

$$
\Delta_{2,2}:=\frac{1}{2^{K}}\left[(b+c)^{2 H K}-c^{2 H K}-a^{2 H K}+(a+b)^{2 H K}\right] .
$$

It is easy to get

$$
\begin{aligned}
\Delta_{2,2} & =\frac{1}{2^{K}}\left[|a+b|^{2 H K}-|a|^{2 H K}+|b+c|^{2 H K}-c^{2 H K}\right] \\
& =\frac{1}{2^{K}} 2 H K \int_{0}^{b}(a+x)^{2 H K-1}+(c+x)^{2 H K-1} d x \\
& \leq k\left(a^{2 H K-1}+c^{2 H K-1}\right) b .
\end{aligned}
$$

Next, we consider $\Delta_{2,1}$. We know that $\Delta_{2,1}$ can be rewritten as follows:

$$
\Delta_{2,1}=\frac{1}{2^{K}}\left[\left(t^{2 H}+t^{\prime 2 H}\right)^{K}-\left(t^{2 H}+s^{\prime 2 H}\right)^{K}-\left(s^{2 H}+t^{\prime 2 H}\right)^{K}+\left(s^{2 H}+s^{\prime 2 H}\right)^{K}\right] .
$$

Let $f(t, x)=\left(t^{2 H}+x^{2 H}\right)^{K}$, by differential we get

$$
\frac{d}{d x} f(t, x)=K\left(t^{2 H}+x^{2 H}\right)^{K-1} 2 H x^{2 H-1} \leq K x^{2 H K-2 H} x^{2 H-1}=K x^{2 H K-1}
$$

By the mean theorem, there exists $\xi \in\left(s^{\prime}, t^{\prime}\right)$ such that

$$
\begin{align*}
\left(t^{2 H}+t^{\prime 2 H}\right)^{K}-\left(t^{2 H}+s^{\prime 2 H}\right)^{K} & \leq K\left(t^{2 H}+\xi^{2 H}\right)^{K-1} 2 H \xi^{2 H-1}\left(t^{\prime}-s^{\prime}\right) \\
& \leq K \xi^{2 H K-1}\left(t^{\prime}-s^{\prime}\right) \tag{3.23}
\end{align*}
$$

If $2 H K-1 \leq 0$, by $a \leq e+a=s^{\prime} \leq \xi \leq t^{\prime}=(e+a+b)$, the last inequality of (3.23) is bounded by

$$
K(e+a)^{2 H K-1} b \leq K a^{2 H K-1} b \leq K\left(a^{2 H K-1}+c^{2 H K-1}\right) b
$$

Then there exists a constant $k$ such that

$$
\begin{aligned}
\Delta_{2,1} & =\frac{1}{2^{K}}\left[\left(t^{2 H}+t^{\prime 2 H}\right)^{K}-\left(t^{2 H}+s^{\prime 2 H}\right)^{K}-\left(s^{2 H}+t^{\prime 2 H}\right)^{K}+\left(s^{2 H}+s^{\prime 2 H}\right)^{K}\right] \\
& \leq k\left[\left(t^{2 H}+t^{\prime 2 H}\right)^{K}-\left(t^{2 H}+s^{\prime 2 H}\right)^{K}\right] \\
& \leq k\left(a^{2 H K-1}+c^{2 H K-1}\right) b .
\end{aligned}
$$

By combining $\Delta_{2,1}$ with $\Delta_{2,2}$, we have $\mu_{2} \leq k\left(a^{2 H K-1}+c^{2 H K-1}\right) b$.
If $2 \mathrm{HK}-1>0$, we have

$$
\begin{align*}
\Delta_{2,1} & =\frac{1}{2^{K}}\left[\left(t^{2 H}+t^{\prime 2 H}\right)^{K}-\left(t^{2 H}+s^{\prime 2 H}\right)^{K}-\left(s^{2 H}+t^{\prime 2 H}\right)^{K}+\left(s^{2 H}+s^{\prime 2 H}\right)^{K}\right] \\
& \leq \frac{1}{2^{K}} 2 H K \int_{s^{\prime}}^{t^{\prime}} x^{2 H-1}\left[\left(t^{2 H}+x^{2 H}\right)^{K-1}-\left(s^{2 H}+x^{2 H}\right)^{K-1}\right] d x \\
& \leq \frac{1}{2^{K}} 2 H K \int_{0}^{T} x^{2 H-1}\left[\left(t^{2 H}+x^{2 H}\right)^{K-1}-\left(s^{2 H}+x^{2 H}\right)^{K-1}\right] d x \\
& <0 \tag{3.24}
\end{align*}
$$

It follows that $\mu_{2} \leq k\left(a^{2 H K-1}+c^{2 H K-1}\right) b$.
Using (3.18) of Lemma 3.3, we have

$$
\begin{aligned}
\Xi_{T} & =\int_{b<\eta_{1} a, b<\eta_{2} c} \Theta_{2} d a d b d c \\
& \leq \int_{b<\eta_{1} a, b<\eta_{2} c} k \mu_{2}^{2}\left(\lambda_{2} \rho_{2}\right)^{-\frac{d}{2}-1} d a d b d c \\
& \leq \int_{b<\eta_{1} a, b<\eta_{2} c} k\left(a^{2 H K-1}+c^{2 H K-1}\right)^{2} b^{2}\left((a+b+c)^{2 H K} b^{2 H K}\right)^{-\frac{d}{2}-1} d a d b d c \\
& \leq k \int_{b<\eta_{1} a, b<\eta_{2} c}\left(a^{4 H K-2}+c^{4 H K-2}\right)(a+b+c)^{-H K d-2 H K} b^{2-H K d-2 H K} d a d b d c \\
& \leq k \int_{b<\eta_{1} a, b<\eta_{2} c}\left(a^{\left(2-\frac{d}{3}\right) H K} b^{\frac{d H K}{3}}+c^{\left(2-\frac{d}{3}\right) H K} b^{\frac{d H K}{3}}\right)(a+b+c)^{-H K d-2 H K} b^{-H K d} d a d b d c \\
& \leq k \int_{[0, T]^{3}} a^{\left(2-\frac{d}{3}\right) H K} b^{\frac{d H K}{3}}(a+b+c)^{-H K d-2 H K} b^{-H K d} d a d b d c \\
& \leq k \int_{[0, T]^{3}} a^{-\frac{2 d H K}{3}} b^{-\frac{2 d H K}{3}} c^{-\frac{2 d H K}{3}} d a d b d c<+\infty .
\end{aligned}
$$

For the case $b \geq \eta_{2} a$, using inequality (3.19) of Lemma 3.3, it is easy to get

$$
\begin{align*}
\Xi_{T} & =\int_{b \geq \eta_{2} a} \Theta_{2} d a d b d c \\
& \leq k \int_{b \geq \eta_{2} a}\left(\lambda_{2} \rho_{2}\right)^{-\frac{d}{2}} d a d b d c \\
& =k \int_{b \geq \eta_{2} a}\left[b^{2 H K}(a+b+c)^{2 H K}\right]^{-\frac{d}{2}} d a d b d c \\
& =k \int_{b \geq \eta_{2} a} \frac{1}{b^{H K d}(a+b+c)^{H K d}} d a d b d c . \tag{3.25}
\end{align*}
$$

If $H K d<1$, the last integral of (3.25) is finite.
If $H K d \geq 1$, the last integral of (3.25) is written by

$$
\begin{aligned}
\Xi_{T} & \leq k \int_{[0, T]^{2}}(a+c)^{H K d} d a d c \int_{\eta_{2} a}^{T} \frac{1}{b^{H K d}} d b \\
& \leq k \int_{[0, T]^{2}} a^{-\frac{4 d H K}{3}+1} c^{-\frac{2 d H K}{3}} d a d c<+\infty
\end{aligned}
$$

For $i=3$, we also decompose the integral region as $\mathcal{T}_{3}=I_{1}+I_{2}+I_{3}+I_{4}$, where $I_{1}=\{a \geq$ $\left.\eta_{1} b, c \geq \eta_{2} b\right\}, I_{2}=\left\{a<\eta_{1} b, c<\eta_{2} b\right\}, I_{3}=\left\{a \geq \eta_{1} b, c<\eta_{2} b\right\}$, and $I_{4}=\left\{a<\eta_{1} b, c \geq \eta_{2} b\right\}$, for some fixed but arbitrary $\eta_{1}>0$ and $\eta_{2}>0$.
Firstly, we consider in the region $I_{1}$. By (3.19) of Lemma 3.3, it follows that

$$
\begin{aligned}
\int_{I_{1}} \Theta_{3} d a d b d c & \leq \int_{a \geq \eta_{1} b, c \geq \eta_{2} b} k\left(\lambda_{i} \rho_{i}\right)^{-\frac{d}{2}} d a d b d c \\
& =k \int_{a \geq \eta_{1} b, c \geq \eta_{2} b}\left(a^{2 H K} c^{2 H K}\right)^{-\frac{d}{2}} d a d b d c \\
& =k \int_{0}^{T} d b \int_{\eta_{1} b}^{T} a^{-d K H} d a \int_{\eta_{2} b}^{T} c^{-d K H} d c \\
& \leq k \int_{0}^{T} \frac{d b}{b^{2(d H K-1)}}<+\infty .
\end{aligned}
$$

Secondly, in the region $I_{2}$. By (3.8) and (3.18), we obtain that

$$
\begin{aligned}
\Theta_{3} & \leq k \mu_{3}^{2}\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}-1} \\
& \leq k\left(b^{2 H K-2} a c\right)^{2}\left(a^{2 H K} c^{2 H K}\right)^{-\frac{d}{2}-1} \\
& \leq k b^{4 H K-4} a^{2-2 H K-d H K} c^{2-2 H K-d H K} \\
& \leq k a^{-\frac{2}{3} d H K} c^{-\frac{2}{3} d H K} b^{-\frac{2}{3} d H K},
\end{aligned}
$$

where we have used the inequality $-\frac{2}{3} d H K<2-2 H K-d H K$. Therefore,

$$
\int_{a<\eta_{1} b, c<\eta_{2} b} \Theta_{3} d a d b d c \leq k \int_{a<\eta_{1} b, c<\eta_{2} b} a^{-\frac{2}{3} d H K} c^{-\frac{2}{3} d H K} b^{-\frac{2}{3} d H K} d a d b d c<+\infty
$$

Finally, we consider the case $a \geq \eta_{2} b$ and $c<\eta_{1} b$, the region $I_{4}$ can be achieved similarly.

If $H K d>1$, then $2 H K-1>0$. On the one hand, by inequality (3.9), for $\eta \in(e+a+b, e+$ $a+b+c)$, we have

$$
\Delta_{3,2} \leq k a c \eta^{2 H K-2} \leq k a c(e+a+b)^{2 H K-2} \leq k a c a^{2 H K-2}=k a^{2 H K-1} c .
$$

On the other hand,

$$
\begin{aligned}
\Delta_{3,1} & \leq \frac{1}{2^{K}}\left(|a+b+c|^{2 H K}-|a+b|^{2 H K}\right) \\
& =\frac{1}{2^{K}} 2 H K \int_{0}^{c}(a+b+x)^{2 H K-1} d x \\
& \leq k c(a+b+c)^{2 H K-1} \\
& \leq k a^{2 H K-1} c
\end{aligned}
$$

so,

$$
\mu_{3} \leq k a^{2 H K-1} c
$$

it follows that

$$
\Theta_{3} \leq k a^{4 H K-2} c^{2-d H K-2 H K} a^{-d H K-2 H K}=k a^{2 H K-d H K-2} c^{2-d H K-2 H K} .
$$

Therefore, we get

$$
\begin{aligned}
\int_{a \geq \eta_{1} b, c<\eta_{2} b} \Theta_{3} d a d b d c & \leq \int_{a \geq \eta_{1} b, c<\eta_{2} b} a^{2 H K-d H K-2} c^{2-d H K-2 H K} d c d b d a \\
& \leq k \int_{a \geq \eta_{1} b} a^{2 H K-d H K-2} b^{3-d H K-2 H K} d b d a \\
& \leq k \int_{e \leq \eta a} a^{2 H K-d H K-2} a^{4-d H K-2 H K} d a \\
& =k \int_{0}^{T} a^{2-2 d H K} d a<+\infty
\end{aligned}
$$

If $H K d \leq 1$, we get that $2 H K-1 \leq 0$, then

$$
\Theta_{3} \leq k\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}} \leq k\left(a^{2 H K} c^{2 H K}\right)^{-\frac{d}{2}} \leq k a^{-H K} c^{-H K}
$$

Thus,

$$
\begin{aligned}
\int_{a \geq \eta_{1} b, c<\eta_{2} b} \Theta_{3} d a d b d c & \leq k \int_{a \geq \eta_{1} b, c<\eta_{2} b} a^{-H K} c^{-H K} d c d b d a \\
& \leq k \int_{[0, T]^{3}} a^{-H K} c^{-H K} d c d b d a \\
& <+\infty .
\end{aligned}
$$

Step 2. We give the proof of the necessary condition. Assume that $d H K=\frac{3}{2}$, then we claim that $\Xi_{T}=+\infty$. It suffices to show that

$$
\begin{equation*}
\int_{\mathcal{T}} \mu^{2}(\lambda \rho)^{-\frac{d}{2}-1} d s d t d s^{\prime} d t^{\prime}=+\infty \tag{3.26}
\end{equation*}
$$

In order to get this result, we just prove the result for $i=3$. Because $\mu_{3}=\Delta_{3,1}+\Delta_{3,2}$, then

$$
\begin{align*}
\int_{\mathcal{T}} & \mu_{3}^{2}\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}-1} d s d t d s^{\prime} d t^{\prime} \\
= & \int_{\mathcal{T}} \Delta_{3,1}^{2}\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}-1} d s d t d s^{\prime} d t^{\prime}+\int_{\mathcal{T}} \Delta_{3,2}^{2}\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}-1} d s d t d s^{\prime} d t^{\prime} \\
& \quad+2 \int_{\mathcal{T}} \Delta_{3,1} \Delta_{3,2}\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}-1} d s d t d s^{\prime} d t^{\prime} \\
& :=A_{1}+A_{2}+A_{3} \tag{3.27}
\end{align*}
$$

where

$$
A_{1}:=\int_{\mathcal{T}} \Delta_{3,1}^{2}\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}-1} d s d t d s^{\prime} d t^{\prime}, \quad A_{2}:=\int_{\mathcal{T}} \Delta_{3,2}^{2}\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}-1} d s d t d s^{\prime} d t^{\prime}
$$

and

$$
A_{3}:=2 \int_{\mathcal{T}} \Delta_{3,1} \Delta_{3,2}\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}-1} d s d t d s^{\prime} d t^{\prime}
$$

When $2 H K-1>0$, for the term $A_{1}$, by Lemma 11 of Hu [7], it is easy to get

$$
\begin{equation*}
A_{1}=+\infty \tag{3.28}
\end{equation*}
$$

Now, we consider the term $A_{2}$. Because $2 H K-1>0$, we have $2 H-1>0, d=2$, and $H K=\frac{3}{4}$. It is easy to get from (3.9) that there exists a constant $k>0$ such that

$$
\begin{align*}
\Delta_{3,2} & \geq k \xi^{2 H-1} \eta^{2 H-1}\left[\xi^{2 H}+\eta^{2 H}\right]^{K-2} a c \\
& \geq k \xi^{2 H-1} \eta^{2 H K-2 H-1} a c \\
& \geq k e^{2 H-1}(a+b+c+e)^{2 H K-2 H-1} a c . \tag{3.29}
\end{align*}
$$

Then we have that, for $a, b, c, e>0$,

$$
\begin{align*}
A_{2} & =\int_{0<a+b+c+e<T} \Delta_{3,2}^{2}\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}-1} d a d b d c d e \\
& \geq k \int_{[0, \varepsilon]^{4}} e^{4 H-2}(a+b+c+e)^{2(2 H K-2 H-1)}(a c)^{2-H K d-2 H K} d a d b d c d e \\
& \geq k \int_{[0, \varepsilon]^{4}} e^{4 H-2}(a c)^{-1} d a d b d c d e \\
& =+\infty \tag{3.30}
\end{align*}
$$

Next, for the term $A_{3}$, following the inequalities

$$
\begin{align*}
\Delta_{3,1} & =\frac{1}{2^{K}}\left[(a+b+c)^{2 H K}-(a+b)^{2 H K}-(b+c)^{2 H K}+(b)^{2 H K}\right] \\
& =\frac{1}{2^{K}} \cdot 2 H K \cdot(2 H K-1) a c \int_{0}^{1} \int_{0}^{1}(b+v a+u a)^{2 H K-2} d u d v \\
& \geq k(a+b+c)^{2 H K-2} a c \tag{3.31}
\end{align*}
$$

and (3.29), we get

$$
\begin{aligned}
\frac{2 \Delta_{3,1} \Delta_{3,2}}{(\lambda \rho)^{\frac{d}{2}+1}} & \geq k(a+b+c)^{2 H K-2} d^{2 H-1}(a+b+c+e)^{2 H K-2 H-1}(a c)^{2-2 H K-H K d} \\
& =k(a+b+c)^{-\frac{1}{2}} e^{2 H-1}(a+b+c+e)^{\frac{1}{2}-2 H}(a c)^{-1} \geq k a^{-1} c^{-1} e^{2 H-1}
\end{aligned}
$$

So,

$$
\begin{align*}
\frac{A_{3}}{2} & =\int_{0<a+b+c+e<T} \Delta_{3,1} \Delta_{3,2}\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}-1} d a d b d c d e \\
& \geq \int_{[0, \varepsilon]} a^{-1} c^{-1} e^{2 H-1} d a d b d c d e=+\infty \tag{3.32}
\end{align*}
$$

By combining inequalities (3.28), (3.30) with (3.32), we get that $\Xi_{T}=+\infty$.
When $2 H K-1 \leq 0$, we have $d \geq 3$ and $2-H K d-2 H K=\frac{1}{2}-\frac{3}{d}>-1$. In order to check (3.26), we use a similar way of the proof of Lemma 11 in Hu [7]. For convenience, we give shortly the proof. Notice that

$$
\mu_{3}^{2}=\left(\Delta_{3,1}+\Delta_{3,2}\right)^{2} \geq \Delta_{3,1}^{2} \geq k(a+b+c)^{4 H K-4} a^{2} c^{2}
$$

It follows that

$$
\begin{aligned}
& \int_{\mathcal{T}} \mu_{3}^{2}\left(\lambda_{3} \rho_{3}\right)^{-\frac{d}{2}-1} d s d t d s^{\prime} d t^{\prime} \\
& \quad \geq k \int_{\mathcal{T}}(a+b+c)^{4 H K-4} a^{2} c^{2}\left((a c)^{2 H K}\right)^{-\frac{d}{2}-1} d a d b d c \\
& \quad \geq k \int_{[0, \varepsilon]^{3}}(a+b+c)^{4 H K-4}(a c)^{2-H K d-2 H K} d a d b d c \\
& \quad=\frac{k}{3-4 H K} \int_{[0, \varepsilon]^{2}}\left[(a+c)^{4 H K-3}-(a+c+\varepsilon)^{4 H K-3}\right](a c)^{2-H K d-2 H K} d a d c
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{0<a<c<\varepsilon}(a+c)^{4 H K-3}(a c)^{2-H K d-2 H K} d a d c & \geq k \int_{0<a<c<\varepsilon} a^{2-H K d-2 H K} c^{2 H K-H K d-1} d a d c \\
& \geq k \int_{0}^{\varepsilon} a^{2-2 H K d} d a=+\infty
\end{aligned}
$$

where $2 H K-H K d-1<-1$. This completes the proof of this lemma.

Now, we give the proof of Theorem 1.2.

Proof of Theorem 1.2 By (3.4), we have

$$
\begin{align*}
& \lim _{\varepsilon_{1} \rightarrow 0, \varepsilon_{2} \rightarrow 0} \mathbb{E}\left(L_{\varepsilon_{1}}(H, K, T)-\mathbb{E}\left[L_{\varepsilon_{1}}(H, K, T)\right]\right)\left(L_{\varepsilon_{2}}(H, K, T)-\mathbb{E}\left[L_{\varepsilon_{2}}(H, K, T)\right]\right) \\
& \quad=\Xi_{T} \tag{3.33}
\end{align*}
$$

And it follows from Lemma 3.4 that

$$
\Xi_{T}=\int_{\mathcal{T}}\left[\left(\lambda \rho-\mu^{2}\right)^{-\frac{d}{2}}-(\lambda \rho)^{-\frac{d}{2}}\right] d \tau<+\infty \quad \text { if and only if } H K d<\frac{3}{2}
$$

These imply that the renormalized self-intersection local time $L_{\varepsilon}(H, K, T)-\mathbb{E}\left[L_{\varepsilon}(H, K, T)\right]$ of $B^{H, K}$ converges in $L^{2}$ as $\varepsilon$ tends to zero if and only if $H K d<\frac{3}{2}$. This completes the proof of Theorem 1.2.

## 4 Conclusions

In this paper, we considered that the local time and the renormalized self-intersection local time of $d$-dimensional bifractional Brownian motion with Hurst parameters $H \in$ $(0,1)$ and $K \in(0,1]$ exist in $L^{2}$ for $d \geq 2$. Our work generalizes the results of the local time of fractional Brownian motion in Hu and $Ø \mathrm{ksendal}$ [8] and the renormalized selfintersection local time of fractional Brownian motion in Hu and Nualart [7], respectively.

## Acknowledgements

We thank the anonymous referees and the associate editor for their careful reading of the manuscript and some valuable comments.

## Funding

This work is supported by the Humanities and Social Sciences Research Project of Ministry of Education (18YJA910001), the National Statistical Science Research Project of China (2017LY51), Zhejiang Provincial Key Research Project of Statistics (18TJZZO8), the National Natural Science Foundation of China (11371321), the Natural Science Foundation of Universities of Anhui Province (KJ2016A527), and the First Class Discipline of Zhejiang - A (Zhejiang Gongshang University - Statistics)

## Competing interests

The authors declare that they have no competing interests.
Authors' contributions
All authors contributed equally to this work. All authors read and approved the final manuscript.

## Publisher's Note

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
Received: 1 May 2018 Accepted: 14 November 2018 Published online: 23 November 2018

## References

1. Albeverio, S., Hu, Y., Zhou, X.: A remark on non smoothness of self intersection local time of planar Brownian motion. Stat. Probab. Lett. 32(1), 57-65 (1997)
2. Bass, R., Chen, X.: Self-intersection local time-critical exponent, large deviations, and laws of the iterated logarithm. Ann. Probab. 32(4), 3221-3247 (2004)
3. Chen, Z., Wu, D., Xiao, Y.: Smoothness of local times and self-intersection local times of Gaussian random fields. Front. Math. China 10(4), 777-805 (2015)
4. He, S., Yang, W., Yao, R., Wang, J.: Local times of selfintersection for multidimensional Brownian motion. Nagoya Math. J. 138, 51-64 (1995)
5. Houdré, C., Villa, J.: An example of infinite dimensional quasi-helix. In: Contemp. Math., vol. 336, pp. 195-201. Am. Math. Soc., Providence (2003)
6. Hu, Y.: Self-intersection local time of fractional Brownian motions via chaos expansion. J. Math. Kyoto Univ. 41(2), 233-250 (2001)
7. Hu, Y., Nualart, D.: Renormalized self-intersection local time for fractional Brownian motion. Ann. Probab. 33(3), 948-983 (2005)
8. Hu, Y., Øksendal, B.: Chaos expansion of local time of fractional Brownian motions. Stoch. Anal. Appl. 20(4), 815-837 (2002)
9. Jiang, Y., Wang, Y.: Self-intersection local times and collision local times of bifractional Brownian motions. Sci. China Ser. A 52(9), 1905-1919 (2009)
10. Jung, P., Markowsky, G.: Höder continuity and occupation-time formulas for fBm self-intersection local time and its derivative. J. Theor. Probab. 28, 299-312 (2015)
11. Rosen, J.: The intersection local time of fractional Brownian motion in the plane. J. Multivar. Anal. 23, 37-46 (1987)
12. Rudenko, A.: Existence of generalized local times for Gaussian random fields. Theory Stoch. Process. 12(28), 142-153 (2006)
13. Russo, F., Tudor, C.: On the bifractional Brownian motion. Stoch. Process. Appl. 116(6), 830-856 (2006)
14. Shen, G., Yan, L.: Smoothness for the collision local times of bifractional Brownian motions. Sci. China Math. 54(9), 1859-1873 (2011)
15. Tudor, C., Xiao, Y.: Sample path properties of bifractional Brownian motion. Bernoulli 13(4), 1023-1052 (2007)
16. Varadhan, S.: Appendix to Euclidean quantum field theory, by K. Symanzik. In: Jost, R. (ed.) Local Quantum Theory. Academic Press, New York (1968)
17. Wu, D., Xiao, Y.: Regularity of intersection local times of fractional Brownian motions. J. Theor. Probab. 23, 973-1001 (2010)
18. Yan, L., Liu, J., Chen, C.: On the collision local time of bifractional Brownian motions. Stoch. Dyn. 9(3), 479-491 (2009)

## Submit your manuscript to a SpringerOpen ${ }^{\bullet}$ journal and benefit from:

- Convenient online submission
- Rigorous peer review
- Open access: articles freely available online
- High visibility within the field
- Retaining the copyright to your article

Submit your next manuscript at $>$ springeropen.com

