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1 Introduction
Let H be a real Hilbert space with inner product (-,-) and norm || - ||. The variational

inequality problem (VIP) is aimed to finding a point * € C, such that
(f(x*),x —x*) >0, VxeC(C, 1.1)

where C is a nonempty closed convex subset of H and f : C — H is a given mapping.
This problem and its solution set are denoted by VI(C, f) and SOL(C,f), respectively. We
also always assume that SOL(C, f) # ¥. The variational inequality problem VI(C,f) has re-
ceived much attention due to its applications in a large variety of problems arising in struc-
tural analysis, economics, optimization, operations research and engineering sciences; see
[1-14] and the references therein.

It is well known that the problem (1.1) is equivalent to the fixed point problem for finding
a point x* € C, such that [1]

x* =Pc (x* - Af(x*)), (1.2)

where X is an arbitrary positive constant. Many algorithms for the problem (1.1) are based

on the fixed point problem (1.2). Korpelevich [2] proposed an algorithm for solving the
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problem (1.1) in Euclidean space R”, known as the extragradient method (EG):

X0 € C,
X = PC(xn - )‘f(xn))’ (13)
Xl = PC (xn - }\f(kn))’ (14:)

where A is some positive number and P¢ denotes the metric projection of H onto C. She
proved that if f is k-Lipschitz-continuous and A is selected such that A € (0,1/«), then
the two sequences {x,} and {%,} generated by the EG method, converge to the same point
z € SOL(C,f).

In 2006, Nadezhkina and Takahashi [3] generalized the above EG method to general
Hilbert spaces (including infinite-dimensional spaces) and they also established the weak
convergence theorem.

In each iteration of the EG method, in order to get the next iterate x;,1, two projections
onto C need to be calculated. But projections onto a general closed and convex subset are
not easily executed and this might greatly affect the efficiency of the EG method. In order
to overcome this weakness, Censor et al. developed the subgradient extragradient method
in Euclidean space [4], in which the second projection in (1.4) onto C was replaced with a
projection onto a specific constructible half-space, actually which is one of the subgradient
half-spaces. Then, in [5, 6], Censor et al. studied the subgradient extragradient method for
solving the VIP in Hilbert spaces. They also proved the weak convergence theorem under
the assumption that f is a Lipschitzian continuous and monotone mapping.

The main purpose of this paper is to propose an improved subgradient extragradient
method for solving the Lipschitz-continuous and monotone variational inequalities de-
fined on a level set of a convex function [13], thatis, C:={x € H | c(x) <0}and c: H - R
is a convex function. In our algorithm, two projections Pc in (1.3) and (1.4) will be re-
placed with Pc, and Pr,, respectively, where Cy and T} are half-spaces, such that Cx > C
and Ty D C. Cy is based on the subdifferential inequality, the idea of which was proposed
firstly by Fukushima [14], and T is the same one as Censor’s method [5].

It is also worth pointing out that the step size in our algorithm can be selected in some
adaptive way, that is, we have no need to know or to estimate any information as regards
the Lipschitz constant of f, therefore, our algorithm is easily executed.

Our paper is organized as follows. In Section 2, we list some basic definitions, proper-
ties and lemmas. In Section 3, the improved subgradient extragradient algorithm and its
corresponding geometrical intuition are presented. In Section 4, the weak convergence
theorem for our method is proved. Finally, we prove that our algorithm has O(%) conver-

gence rate in the last section.

2 Preliminaries

In this section, we list some basic concepts and lemmas, which are useful for constructing
the algorithm and analyzing the convergence. Let H be a real Hilbert space with inner
product (-,-) and norm || - || and let C be a closed convex subset of H. We write x; —
x and xx — x to indicate that the sequence {x;}°, converges weakly and strongly to x,

respectively. For each point x € H, there exists a unique nearest point in C, denoted by
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Pc(x), such that
|x=Pc@)| < lx-yl, VyeC. 1)

The mapping P¢c : H — C is called the metric projection of H onto C. It is well known that
Pc is characterized by the following inequalities:

(x = Pc(x), Pc(x) - y) = 0, (2.2)

lx=y1% = [ = Pc@)| + |y - Pc@)],

(2.3)

forallx € H, y € C [15, 16].
A function ¢ : H — R is said to be Gateaux differentiable at x € H, if there exists an
element, denoted by ¢'(x) € H, such that

c(x + tv) — c(x)

lim p = (v, c’(x)), Vv eH,

where ¢(x) is called the Géteaux differential of ¢ at x. We say c is Gateaux differentiable
on H, if for each x € H, ¢ is Gateaux differentiable at x.

A function c¢: H — R is said to be weakly lower semicontinuous (w-Isc) at x € H, if
x; — x implies c(x) < liminfy_, o c(xx). We say c is weakly lower semicontinuous on H, if
for each x € H, ¢ is weakly lower semicontinuous at x.

A function ¢: H — R is called convex, if we have the inequality

c(tx +(1- t)y) <tc(x)+ (1 -t)c(y),

forallt € [0,1] and x,y € H.
For a convex function ¢ : H — R, c is said to be subdifferentiable at a point x € H if the
set

delx) £ {d € H | c(y) > c(x) + (d,y —x),¥y € H} (2.4)

is not empty, where each element in dc(x) is called a subgradient of c at %, dc(x) is subdiffer-
ential of ¢ at ¥ and the inequality in (2.4) is said to be the subdifferential inequality of ¢ at x.
We say c is subdifferentiable on H, if c is subdifferentiable at each x € H. It is well known
that if ¢ is Gateaux differentiable at x, then ¢ is subdifferentiable at x and dc(x) = {c'(x)},
namely, dc(x) is just a set of the simple points [17].

A mapping f : H — H is said to be Lipschitz-continuous [15], if there exists a positive
constant «, such that

lf @) —fO| <xlx=yll, Vx,yeH.

f is also said to be a k-Lipschitzian-continuous mapping.
A mapping f : H — H is said to be monotone on H, if

(f(x) —f()’):x—y) >0, VxyeH.
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Definition 2.1 (Normal cone) We denote the normal cone by N¢(v) [18] of C at v € C,

ie.
Nc(w):={weH|(w,y-v)<0,¥yeC}. (2.5)

Definition 2.2 (Maximal monotone operator) Let T : H = 2/ be a point-to-set operator

defined on H. T is called a maximal monotone operator if T’ is monotone, i.e.
(u—v,x—y)>0, VueT(x)andVve T(y)

and the graph G(T) of T,
G(T):= {(x,u) €eHxH|ue T(x)},

is not properly contained in the graph of any other monotone operator.

It is clear that a monotone mapping 7 is maximal iff for any (x,u) € H x H, if (u —v,x —
¥) >0, VY(y,v) € G(T), then it follows that u € T(x).
Define

f)+Nc(v) ifveC,
@, ifveC.

Tv

Then T is maximal monotone and 0 € Tv if and only if v € SOL(C,f) [18].
The next property is known as the Opial condition and all Hilbert spaces have this prop-

erty [19].

Lemma 2.3 For any sequence {xi}72, in H that converges weakly to x (x; — x), the in-

equality
liminf ||a; — x| < liminf ||x; — y/| (2.6)
n— 00 n— 00
holds for any y € H with x #y.
The following lemma was proved in [20].
Lemma 2.4 Let H be a real Hilbert space and let C be a nonempty, closed and convex
subset of H. Let the sequence {xi}32, C H be Fejér-monotone with respect to C, i.e., for any
uecC,

lker — ull < llxx —ull,  Vk=0. 2.7)

Then {Pc(xx)}32, converges strongly to some z' € C.
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3 The modified subgradient extragradient method
In this section, we give our algorithm for solving the VI(C,f) in the setting of Hilbert

spaces, where C is a level set given as follows:
C:= {x eH|clx) < O}, (3.1)

where c: H — R is a convex function.
In the rest of this paper, we always assume that the following conditions are satisfied.

Condition 3.1 The solution set of VI(C,f), denoted by SOL(C,f), is nonempty.

Condition 3.2 The mappingf : H — H is monotone and Lipschitz-continuous on H (but

we have no need to know or to estimate the Lipschitz constant of f).

Condition 3.3 The function c: H — R satisfies the following conditions:
(i) c¢(x) is a convex function;
(ii) c(x) is weakly lower semicontinuous on H;
(iil) c(x) is Gateaux differentiable on H and ¢'(x) is a M;-Lipschitzian-continuous
mapping on H;
(iv) there exists a positive constant M, such that ||f(x)|| < Mz||c'(x)|| for any x € 9C,
where dC denotes the boundary of C.

Next, we present the modified subgradient extragradient method as follows.

Algorithm 3.4 (The modified subgradient extragradient method)

Step 1: select an initial guess xg € H arbitrarily, set k = 0 and construct the half-space
Cr:={we H | clx) + (¢ (1), w—x) < 0};

Step 2: given the current iteration xy, compute

Yk = Pey (% = Bif (%)), (3.2)
where
Bx=0p", 0o>0,0€(0,1) (3.3)

and miy is the smallest nonnegative integer, such that

B2|If (k) — £ o)) + 2M Belloek — yel> < w2k — 1%, (3.4)

where M = MM, and v € (0,1).
Step 3: calculate the next iterate,

a1 = Py (% = Bif 00k))» (3.5)
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Figure 1 xi. is the subgradient extragradient %, =B f(x)
projection of point xx — Bxf(yx) onto the hyperplane T.

where

Ti = {w e H | {xx = Bif (xx) =y w = y) < O}, (3.6)
which is the same half-space as Censor’s method [5].

Figure 1 illustrates the iterative steps of this algorithm.
At the end of this section, we list the alternating theorem [21, 22] for the solutions of
VI(C,f), where C is given by (3.1). This result will be used to prove the convergence the-

orem of our algorithm in the next section.

Theorem 3.5 Assume that the solution set SOL(C,f) of VI(C,f) is nonempty. Given x* € C.
Then x* € SOL(C,f) iff we have either

1. f(x*)=0,o0r

2. x* € 0C and there exists a positive constant  such that f(x*) = — B’ (x*).

4 Convergence theorem of the algorithm
In this section, we prove the weak convergence theorem for Algorithm 3.4. First of all, we
give the following lemma, which plays a crucial role in the proof of our main result.

Lemma 4.1 Let {x:}72, and {yi)32, be the two sequences generated by Algorithm 3.4. Let
u € SOL(C,f) and let By be selected as (3.3) and (3.4). Then, under the Conditions 3.1, 3.2
and 3.3, we have

o — ull® < llov — ll* = (1= v?)llax = yill> Yk > 0. (4.1)

Proof Taking u € SOL(C,f) arbitrarily, for all k > 0, using (2.3) and the monotonicity of
f, we have

o1 — ull® < || = Bif () — M||2 = [k = Bif 0) = xaa ||2
= [loex — aell® = Ik — xasa 1 + 2Ba{f ), 18 — 1)
= lloex = 21 = Nl = xacea 1% + 2B [{f ) —f (@), 16 = )
+ (), 1 = yi) + (f k) i — Xaean )]
< ook = 2l® = ook = g [

+ 2B [(f (1), 1 = yie) + {f 0k)s i — k1)
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= [locg — ull® = o = Yicll® = ¥k = xsn |* = 200k — Yioo Vi — K1)
+ zﬁk[V(u)’ u _yk> + <f()’k),)’k _xk+1>]
= lloo — el = Nk = yicll> = vk = Xt I

+ z(xk - ﬂkf()’k) = Vi Xk+1 —J’k> + 2,3k<f(bt), u —J/k>« (42)

By the definition of T}, we get

(2 = Bif 0i) = Yior X1 — i)
= (o0 — Bif k) — Vi Kt — Vi) + Belf (1) = F k) Fsr — )
< Bilf () = f ), xaen — i)
< BellF@o) =i [l = el (4.3)

Substituting (4.3) into the last inequality of (4.2), thus we obtain

o1 = 2ll® < llovk = el = Nl = yicll® = vk = s I
+ 2Bl @) = f 0 | ek — x|
+ 2B(f (), u — yi)
< llook — 2l = llxa = yxcll® + 2Be{f (), 1 — i)

+ BE|If Gex) = f ()

I (4.4)

The subsequent proof is divided into following two cases.
Case 1: f(u) # 0.
Using Theorem 3.5, there exists a 8, > 0 such that f(#) = —B,.¢' (). By the subdifferential
inequality, we have
() + (¢ (), yx — u) < ),  Vk=0. (4.5)
Noting the fact that c(«) = 0 due to u € 9C, we have
(¢ @), yx —u) < cyx), Vk=o0. (4.6)
Since -8, < 0, it follows from (4.6) that
(_ﬁucl(u)’yk - u) > _IBMC(YI(): Vk >0,
it implies
(f (), yx — ) = —Bucy), Yk=0

or

(f (), u = yi) < Bucyr), Yk =0. (4.7)
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By the definition of Cy, we have
c(x) + (¢ (), yk —xm) <0, Vk=0,
using the subdifferential inequality again,
() + (' Gr)sx — yi) < clwi),  Vk = 0.
Adding the above two inequalities, we obtain
c) < () = ¢ () yx —xi), VK= 0. (4.8)
Combining (4.7) and (4.8), we have by using (iii) and (iv) of Condition 3.3

(f (), u = yi) < Bucni)
< Buld 0k) = ¢ &), vk — %)
< M|y — xl%, (4.9)

where M is defined as before. Substituting (4.9) into the last inequality of (4.4), we obtain
ler — 2l <l = 211 = llova = yell* + 2M Bl i — x>
+BElf e - fon)
Finally, from the condition of B given by (3.4), we get
e = l® <l = wl® = (1= v2) e = el

Case 2: f(u) = 0.
From (4.4), we can easily get

lotkr = 2l < llok = 2l = ek = el + B £ o) = £ )] (4.10)
Obviously, (3.4) implies
BEIF ) £ O [” < VIl =yell” v e (O,0). (411)
Thus, (4.1) follows from the combination of (4.10) and (4.11). O
Indeed, substituting (3.3) into (3.4), we get
(o0™)? [F @0 —f GO |* + 2Mop™ i - yill* < 2l - . (4.12)
Let m be the smallest nonnegative integer, such that

(0™ + 2Map™ < v?, (4.13)
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where « is the Lipschitz constant of f. Noting that |[f(xx) — f(yk) || < k|lxx — yx ||, we assert
from (4.12) and (4.13) that my < m, which implies

B> op™, (4.14)
namely infz>o{Bi} > 0.

Theorem 4.2 Assume that Conditions 3.1-3.3 hold. Then the two sequences {x}32, and
vk}, generated by Algorithm 3.4 converge weakly to the same point z € SOL(C,f), fur-
thermore

z= lim PSOL(Cf) (xx0). (4.15)

k— 00

Proof By Lemma 4.1,

k1 — uall® < [lovg — ]|
for all kK > 0, so there exists

a= lim |jxg — u|
k— o0

and the sequence {x;}72, is bounded. From (4.1), we have

llack — yiell* < T [llxx = ull® = llogsr — ]
Hence,
x—yxk—> 0 (k— 00). (4.16)

In addition,
S =f k) > 0 (k— o0).
Using the Cauchy-Schwartz inequality,
il = Ny = 2k + %l <y = xacll + Nl lls

hence, the sequence {yx}72, is also bounded.
Let w(xy) be the set of weak limit points of {x;}32,, i.e.,

w(xr) = {z | 3w )5 C el st — 2.

Since the sequence {x}72, is bounded, w(xr) # ¥. Taking z € w(xx) arbitrarily, there ex-
ists some subsequence {xx; };’fo of {xx}32,» such that

x =z (j— 00). (4.17)
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Equation (4.17) together with (4.16) leads to

Y=~z (j— 00). (4.18)
Due to yx € Cy and the definition of Ci, we have

c(ox) — (¢ ()6 — y1) < 0, (4.19)
then, using the Cauchy-Schwartz inequality again,

c(x) < ||/ @) | vk = el (4.20)

According to (iii) in Condition 3.3, we can deduce that ¢'(x) is bounded on any bounded
sets of H, so there exists M’ > 0 such that ||¢'(x¢)|| < M’ for all k > 0, and then

ce) <Ml =yl > 0 (k — o0).
According to (ii) in Condition 3.3, we have
¢(z) < liminfc(xg) < 0.
j—>00

Hence, z € C.
Now, we turn to showing z € SOL(C,f). Define

fW) +Nc(v), ifveC,
@, ifve C,

Tv

where N¢(v) is defined by (2.5). Obviously, T is a maximal monotone operator.
For arbitrary (v, w) € G(T), we have

weTv)=f(v)+Nc(),
equivalently,

w—f(v) € Nc(v).
Setting y = z in (2.5), we get

(w —f),z- V) <0. (4.21)
On the other hand, by the definition of yx and (2.2), we have

ok — Bif k) = yio 3k = v) = 0

or

<u + ), v _)’k> >0, (4.22)
Bx
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for all k > 0. Using (4.21) and (4.22), we obtain

(w,v—-2z2) z(f(v),v—z)

ykj - xkj

> (f(v),v—z)—(T +f(xkl.),v—ykj>

)’kj - xkj

={fm,v-yy +yk,—Z)—< +f(xk,),v—yk,>

kj
= (f(v),v _ykj> + (f(V)’yk/ - Z)

<J’k, - xk/
Bi;

= {f0) =fOr),v = yig) + (f ) = f o) v = )

+f(Qij),V _yk,>

— <w, v _yki> + (f(v),ykj - Z)
Bi;
= (f W) yx = 2) + {f i) = f Gx) v = v )
3 <J’k/l;ijk/ v _yk/>. (4.23)

By virtue of (4.14), (4.16) and Condition 3.2, taking j — oo in (4.23), we have
(w,v—2z)>0. (4.24)

Since T is a maximal monotone operator, (4.24) means that 0 € T'(z) and consequently
z € T71(0) = SOL(C,f).

Now we are in a position to verify that xx — z (k — 00). In fact, if there exists an-
other subsequence {xy,}75, of {xx}z2,, such that xy, — z € SOL(C,f), but z # z, not-
ing the fact that {|lxx — u|}32, is decreasing for all # € SOL(C,f), we obtain by using

Lemma 2.3

lim ||xx —z|| = lim Ika/. —z| < lim Ikai -Z||
k— o0 j—o00 j—o00
= lim lxx —z| = lim [[x, - 2]
k—o00 i—00
< lim |lx, —z]| = lim [l — 2]l (4.25)
i— 00 k— o0
This is a contradiction, so z = z. Consequently, we have x; — z (k — o0) and yx — z
(k — 00).

Finally, we show that z = limi_, o PsoL(c,)(*x). Put ux = Psor(c(*x), using (2.2) again
and z € SOL(C,f),

(k= ug, ux —z) > 0. (4.26)
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By Lemma 2.4, there exists u* € SOL(C,f) such that u; — u*. Therefore, taking kK — oo
in (4.26), we have

(z —utu* - z) >0, (4.27)
therefore z = u*. The proof is complete. d

5 Convergence rate of the modified method
In this section, we prove the convergence rate of our modified subgradient extragradient
method in the ergodic sense. The base of the complexity proof is ([23, 24])

SOL(C,f) = (\{ze Cl{f(w),u-z)=0}. (5.1)

ueC

In order to prove the convergence rate, now we give the key inequality of our method.
Indeed, by an argument very similar to the proof of Lemma 4.1, it is not difficult to get the
following result.

Lemma 5.1 Let {x;)32, and {yi}32, be the two sequences generated by Algorithm 3.4 and
let Bi be selected as (3.3) and (3.4). Assume that the Conditions 3.1, 3.2 and 3.3 are satisfied.
Then, for any u € C, we have

leksn = 2l < ok =l = (1= v?) ok =yl + 2Be{f (), 1 = ). (5.2)

Theorem 5.2 Forany integer n > 0, we have a z,, € H, which satisfies z,, — z, z € SOL(C,f)

and
(f(u),z,, - u) < M, Yu e C, (5.3)
where
n = H+?m and Y, = gZﬁk. (5.4)

Proof Using (5.2), we get

2Blf (1), yi — ) < llowe — ull® = Nl — e (5.5)

Summing the inequality (5.5) over k= 0,1,...,n, we get
n n
<f(bi), > 28—y 2/3ku> <llxo—ul?>, VueC.
k=0 k=0

From the notation of Y, and z,, in (5.4), we derive

2
Xo—U
_lxo—ul

(f(u)r 2y — Lt) = Tn , YueC.

Page 12 of 14
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On the other hand, since z, is a convex combination of yg, 1, ..., ¥y, it is easy to see that
zy — z € SOL(C, f) due to the fact that yx — z € SOL(C,f) proved by Theorem 4.2. The

proof is complete. d

Let 8 = op™. From (4.14), Bx > B holds for all k > 0 and this together with (5.4) leads to
Y, >2n+1)8,

this means the modified subgradient extragradient method has O(%) convergence rate. In

fact, for any bounded subset D C C and given accuracy € > 0, our algorithm achieves

(fw),z,—u)<e, VueD,

in at most

m
n=|—
2Be
iterations, where z,, defined in (5.4) and m = sup{||xo — u||> | u € D}.

6 Results and discussion

Since the modified subgradient extragradient method proposed in this paper is relaxed
and self-adaptive, it is easily implemented. A weak convergence theorem for our algorithm
is proved due to the alternating theorem for the solutions of variational inequalities. Our

results in this paper effectively improve the existing related results.

7 Conclusion

Although the extragradient methods and the subgradient extragradient methods have
been widely studied, the existing algorithms all face the problem that the projection op-
erator is hard to calculate. The problem can be solved effectively by using the modified
subgradient extragradient method proposed in this paper, since two projections onto the
original domain are all replaced with projections onto some half-spaces, which is very eas-
ily calculated. Besides, the step size can be selected in some adaptive ways, which means
that we have no need to know or to estimate the Lipschitz constant of the operator. Fur-

thermore, we prove that our method has O(%) convergence rate.
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