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1 Introduction
The one dimensional Hausdorff operator, for a fixed locally integrable function ® on

(0,00), is defined by
D(t) [ x

This operator has a long history in the study of mathematical analysis aiming to solve
classical problems (see [1-3]).

The multidimensional Hausdorff operator on the Euclidean space R”, which was studied
in [2] and [1], is defined by

(y)
n |yl”

Haa (F)(x) = /R F(A0)) dy. (11)

Here, in (1.1) and in the sequel, we fix ® € Ll (R”) and assume that A = A(y) = (aij)fszl =

loc
(dzj()/))ffj=1 is an # x n nonsingular matrix almost everywhere in the support of ®. The

entries 4;;(y) of the matrix A are measurable functions of y.
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We denote

n

Al = max > layl,
1<j=n £

i=1

to be the operator £-norm of the operator in an # dimensional linear space defined by the
matrix A in the corresponding canonical basis (see [2]).

The boundedness of /14 (f) as well as its high dimensional extensions in various function
spaces, mainly on Lebesgue and Hardy spaces, has been studied by many authors, for ex-
ample, [1-5] and [6] are among many others. The aim of this paper is to establish some
boundedness conditions for the multidimensional Hausdorft operator on the homoge-
neous Hardy-Morrey space and the Besov-Morrey space, since these spaces are ‘upgrade
version’ of the Lebesgue space and the Hardy space and they play significant roles in the
theory of harmonic analysis and partial differential equations (see [7-10] and [11]).

The Hardy-Morrey space HM} (g < 1), as a generalization of the classical Morrey
spaces M? (g > 1) and Hardy spaces H” (p < 1), was introduced by Jia and Wang [7].
Among many features of H M4, particularly Jia and Wang establish the decomposition of
HM? in terms of atoms concentrated on dyadic cubes, which have the same cancelation
properties as the atoms in the classical Hardy space. Another space, one that we are also
interested in, is the Besov-Morrey space Af;q, forl<g<p<oo,l<r<ooandseR
This space was originally introduced by Kozono and Yamazaki [8] in order to investigate
time-local solutions of the Navier-Stokes equations with the initial data in Besov-Morrey
spaces. Later, Mazzucato [9] studied the atomic and molecular decompositions on Besov-
Morrey spaces. Sawano and Tanaka [10] further developed a theory of decompositions in
Besov-Morrey spaces NS and Triebel-Lizorkin-Morrey spaces £5_ with 0 < g < p < 00,

r r
0<r<oo,seR. The hop;ogeneous Besov-Morrey space /\/qu is :qfunction space whose
norm is obtained by replacing the L”-norm in the definition of the Besov space with the
M -norm. Any function in the Besov-Morrey space has a decomposition in terms of
atoms supported on dyadic cubes. These atoms have the same smoothness and cancelation
properties as those of the classical Besov spaces [11]. Thus, in our study, we will invoke the
atomic decomposition characterization for both Hardy-Morrey space and Besov-Morrey
space. Besides the atomic decomposition, the Calderén reproducing formula is another
useful tool when we treat the boundedness of Hg 4(f) on the Besov-Morrey space.

The following definitions and previously obtained results (Theorem A and Theorem B)

about the function spaces we consider are crucial in our study.

Definition 1.1 For p and ¢ satisfying 1 < g < p < 00, the homogeneous Morrey space My,
is defined as

M‘;(R") = {f € L?OC(RH) : ”f”/\/l‘;(]R”) = su}g |B(x0,R)’1/p71/q
xpeR”

R>0

f 29 (Bxo.R) < oo}, 1.2)

where B(xg, R) is the closed ball of R” with center xy and radius R.

We note that the Morrey space describes local regularity more precisely than L? and can
be seen as a complement to L”-spaces. In fact one easily checks L? = M, and L? C MY, if
1 < g < p<oo0.Jia and Wang in [7] give the definition of Hardy-Morrey space as follows.
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Definition 1.2 For 0 < g < p < 00, the Hardy-Morrey space H M is defined as
HME(R") = [f e S'/P: = [sup iy xf1] oo}, 13
HR") = 1f U iy = |sup 1< 1]y o) < (13)

where ¢s(x) = s ¢(s'x), s > 0 for ¢ € S(R”) with [ ¢ dx =1, and P is the set of all polyno-
mials in # variables. From the above definition, we note that:

(i) HMY = M forl<g <p<oo,

(i) H? = HMY c HM for g < p < 00, and in particular, HM] = H'.

As stated in [7], the Hardy-Morrey space HM? (g < 1) generalizes the Hardy space
HY (g < 1). Fixing g = 1 in (1.3), we see that the space HMY(R") for 1 < p < 0o is a gen-
eralization of the Hardy space H'. Therefore, we may adapt the atomic decomposition
method used in [1] and [6] for treating the Hardy space to study the newly introduced
Hardy-Morrey space HM} (1 < p < 00) to deal with the boundedness of the Hausdorff
operator (1.1). However, we must modify the main step since the decompositions of H*
and HMY are essentially different when p > 1 (see the following definition). We also note
that HMY (1 < p < o0) is a Banach space with the norm in (1.3).

Definition 1.3 Letj € Z and k € Z". The set
Q=Qu={xeR":27k <w; <27(k; +1),i=1,2,...,n}

is called a dyadic cube, with sides parallel to the coordinate axes. For fixed j, the collection
{Qjk : k € Z""} tiles the whole space and the cubes are pairwise disjoint. Each cube Q = Qj
is uniquely identified by its length £(Q) = 27 and a preferred corner xq = 27k.

We remark that, for a dyadic cube J and g =1, (1.2) can also be written as

Fllae ~ sup JIZ7HIf Nl (1.4)
J:dyadic

This equivalent norm of M? will play a pivotal role in our study.

Definition 1.4 For a dyadic cube Q, a function a is called a (p,1).-atom of H/\/l’f 1<
p < 00), L e NU{0}, if the following support, boundedness, and cancelation conditions are
satisfied:

(i) suppaqg C 3Q;
(i) llagllr < QM7 (1.5)

(iii) f xagx)dx=0, |o|<L,
RVI

where L > [n(1 - 1/p)], [#] is the Gauss function, 3Q is a cube concentric with Q of side
length 3£(Q) and |Q| stands for the volume of Q.

The next theorem is directly adapted from [7] when g = 1, and is important in the proof
for one of the main theorems (Theorem 2.1). In Theorem A and in the sequel, we make
use of (1.4) to get the norm of the sequence of complex numbers s = {sq : Q dyadic}.
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Theorem A ([7]) For1 < p < oo, let {aq : Q dyadic} be a collection of (p,1),-atoms and
s ={sq : Q dyadic} be a sequence of complex numbers with

1 1-1/p
||s||p,1=s1]1p(m> > 1QIMPIsq] < 0. (L6)
QQJ
The sum
f=) sqaq (1.7)
Q:dyadic

converges in S'|P, where f € HMY satisfying |[f||HM117 < C|sllpy for some constant C =
C(n,p).

Conversely, every function f € HMY has the atomic decomposition (1.7) in S'/P with
lIsllp1 < C”f”HMf for some C = C(n,p).

The other important function space in harmonic analysis is the Besov-Morrey space,
which has many applications in the study of nonlinear partial differential equations, for
example see in [8-10], and [11].

Again, our interest here is to study the boundedness of n dimensional Hausdorff op-
erators on the homogeneous Besov-Morrey space. To this end, as we mentioned before,
we need to use the smooth atomic decomposition of ./\/;fq,, and this will be implemented
in the Fourier transform side and by using the results in [12] and [13] for classical Besov
spaces. Let S be the Schwartz space on R”. For ¢ € S(R"), as in [14], its Fourier transform
is denoted by ¢ and its inverse Fourier transform is denoted by ¢. Take ¢y € S(R") with
@o > 0 and

1, lx] <1,
(p()(x) = 0) |x| = 2$
smooth, elswhere.

Now define ¢(x) = @o(x) — @o(2x) and set ¢;(x) = @(27x) for all j € Z. Then {9j,j € Z}
is a homogeneous smooth dyadic resolution of unity in R”, namely ZjeZ @j(x) =1 for all
x € R". Moreover, let v; = ¢;. Thus, with independence of the choice of ;, we give the
Fourier analytic definition of \V;,,, as follows.

Definition 1.5 Let s e R,1 <g <p<o0,and 1 <r < co. We say that f € §'/P belongs to
the space ./\/Ijqr(R”) if
ez @I+ fll pp) Y <00, 1<r<oo,
I, vy = s 7 (1.8)
supieZZ I >x<f||M1; < 00, 7 =00.

One can see that in [8] ]\/Ijq,

alizes the classical homogeneous Besov space. In particular, N, = B;,.

The atomic decomposition of K-times continuously differentiable functions in this

is a Banach space under the norm (1.8). This space gener-

space can be obtained in [9].
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Definition 1.6 Letse R; K, L+1¢e Ny = NU{0}. A function aq, is called an (s, p)x,.-atom
if the following support, smoothness, and cancelation conditions are satisfied for some
dyadic cube Q:

(i) suppaq C3Q;

s_1_lal

(ii) [0%ao@) =ClQI" ?" 7, |af <K; (1.9)

(iii) / xagx)dx=0, |o|<L,
]Rn
where K > ([s] + 1) and L > max{[-s + n/p],-1}.

Definition 1.7 [11] Let 1 <g <p < oo and 1 <r < oo. Then n,,;(R") is the collection of

all sequences s = {sq : Q dyadic} such that

1 1-ql/p rlgy1/r
||s||npq,<Rn>:{Z< sup (—) > |Q|1-W|so|q> } < o0.
jez ]:dyadic‘ |]| QcJ
e)=27 0Q)=277

Remark (norm equivalence) For f € ./\/Ifqr(R”) with atomic decomposition f = ZQsQaQ,
{sq} satisfies

|lf||N;q,(Rn)%< > SQ)?Q” ),
My

(Q=27
where Xq = |Q|Vp Xq is an L”-normalized characteristic function of the cube Q.

Theorem B ([11]) SupposeseR,1<g<p<oocandre[l,00]. Thenf € ./\/;f (R™) has the

qr
atomic decomposition

f= ) sqaq

Q:dyadic

in §'|P, where a is a collection of (s, p),.-atoms. Moreover, the sequence of complex num-
bers s = {sq} satisfies |s|ln,,, < C|[f||Nngrforsome C=C(np,q,r).

The proof of this theorem is obtained in [9].

To obtain the reverse direction of the second part of Theorem B we need the molecu-
lar decomposition characterization of the space ./\/;q,(R”), which is less important in this
paper. The analogous definition of (s, p)k,r,»-molecule for M > 0, can be found in [9] and
[14].

In this paper, we use the notation A < B to mean that there is a positive constant C (may
vary at each appearance) independent of all essential variables such that A < CB. We also
use the notation A ~~ B to mean that there are positive constants C; and ¢; independent

of all essential variables such that ¢;B <A < C;B.



Damtew Journal of Inequalities and Applications (2016) 2016:293 Page 6 of 11

2 Main results
Now we are in a position to state our main results. The proof will be given in Section 3.

Theorem 2.1 For any 1 < p < 0o, the Hausdor[f operator (1.1) is bounded on the Hardy-
Morrey space HMY, i.e.

[Hoa ) 1iasm e = CM lanagny

provided

Ci = / ) 'Tyﬁ?' | A7 )| |det A7 ()| dy < 0.

For n = 1 we state the following boundedness result as a corollary to the above theorem.

Corollary 2.2 Let1 < p < o0.If ® € L}(0,00), then the operator

o (f)(3) = fo wf(’—‘) dt

t t

is bounded on the Hardy-Morrey space HMY . Precisely we have

||h<l>(f) ”HM’f(]R) = </0 |cb(t)|dt>”f”HM1f(]R)'

Theorem 2.3 ForseR,1 <g <p<ooandl <r < oo, the Hausdorffoperator Hp 4(f)(x) =
fw Ty—(lf,) -f(A(y)x) dy is bounded on the Besov-Morrey space /\/Ifqr(]R”), ie.
|2

S POV AG Y deta ) dyif g,

IFoat)] g e = |
where

B0) = (Jam [ Ja~ oy
3 Proofs of main results

Proof of Theorem 2.1 We prove this theorem using the atomic characterization of the
Hardy-Morrey space. As stated in Theorem A, every function f € HM?Y has the atomic

decomposition
f=Y sqaq
Q
in §'/P, where

WFlezage == lIsllp

in which each a is a (p, 1) -atom as in Definition 1.4, and the sequence of complex num-
bers s = {sq} satisfies (1.6). Thus, by (1.3) and the Minkowski integral inequality, we have
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”H%‘l () ”HMII”(R”)

Hsupw)s s« (Houf)| “
$>0

ME (R

*0)
o [ TR0 B

sup
>0

1/p-1
sup ‘B(xo,R)| P
xp€eR”
R>0

LY (B(xo.R))

dx

o0)
o [ TR0 B

sup }B(xo,R)yl/Pflv/ sup
xp€eR” B(xg,R) s>0
R>0

5/ |CD():I)| sup |B(x0,R)|1/p_1/ sup|¢>s *f(A(y)~)x|dxdy
e Y17 xpern B(xg,R) s>0
R>0

[0) n-n
o O TR

where

¢(40)) = |47 )" |dea” ) 7F (40)).

Hence, we have

||g(A(y)) ”HM{’(R") = ”ZSQ”A_IO;)“”/p”|detA—1(y)|l/paQ(AO/)-> H
Q

HMY (]R”)'
In the above formula, we note
aq,() = [A70)] """ |det A7 ()| ao(AG)).

Therefore, to complete the proof of the theorem, it remains to show that

”“Qy(')”HM’f(Rn) =1

uniformly for all atoms aq and y € R”. To this end, it suffices to show that aq,(x) is a
(p, 1) -atom. By Definition 1.4 we have suppag C 3Q, where

Q=Qu=][[27k»27(ki+1)], andset 3Q=][[27(k-1),27(k +2)].

i=1 i=1

Without loss of generality, assume that ag(A(y)x) # 0, so that there exists u € 3Q such
that u = A(y)x € 3Q. Thus

x=A"yu e A(3Q) =3471Q).
It yields

suppag(A(y)x) C3(A7'Q),

Page 7 of 11
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where A71Q = A71(y)Q is a parallelepiped with vertices that are images of the vertices of
the cube Q after left multiplying by the matrix A~!. We now enlarge the domain A™'Q to
Q4-1, where Q-1 is the least circumscribed cube that contains A7 Q (see [2, 5]). Thus it
follows that 3(A™'Q) C 3Q-1.

Since aq, (x) = ag(A(y)x) up to a constant independent of y, we have

suppaq, C 3Qy4-1,

and from the side length relations of Q4-1 and Q, we easily obtain
Q= A7 "1Ql-

Obviously, aq, satisfies the cancelation condition (1.5)(iii). Finally, we show the size con-
dition of aq, as follows:

1/p
”aQy(')”LP(R”) = </Rn\aQ(A(y)x) ”A‘l(y)“n/p—"|detA—1(y)’*1/p i dx)

1/p
= IIA‘l(wII"/"‘"IdetA‘l(WW(/ |“Q(A(y)x)l"d">
RVI
<[4 o) e
= (Ja76)["1Q) ™

< 1Qu ",
Thus, we conclude that aq, is a (p,1).-atom and hence prove the theorem. O

The proof of Corollary 2.2 coincides with the proof of the main theorem when n =1.

Next, we continue by investigating the boundedness of Hy 4 on the Besov-Morrey space.

Proof of Theorem 2.3 We prove this theorem by combining the Calderdén’s reproducing
formula with some construction on a dyadic cube Qy and the smooth atomic decompo-
sition of the Besov-Morrey space.

First, we make a construction on a and s with respect to the dyadic cube Q based on
the corresponding Besov spaces as in [12] and [15].

Let {v;,j € Z} C S(R") be a smooth dyadic resolution of unity as described in Section 2,
and pick a smooth, radial function 6 € S(R") satisfying:

(i) suppb C {x eR": |x| < 1},

~

(i) 6(&)=>c>0 if1/2<|§|<2,

(iii) / x*0(x)dx=0 forall |o| <L,

such that the Calderdn reproducing formula

> 02y (28) =1

JEL
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holds for all £ € R \ {0}. Define 6;(x) = 2”0(2x). Then, for f € S'/P, we can write

f=29i*1/f/*fo

JEZ

By the definition of the cube Qj, we further write

- 3 fQ =) 1)0) dy

JEZ Qu(Q)=27

DYDY / 0(2 (x - ) (¥ */) ) dy.

€ QuQ=2

For Q = Qj, define
sq = C|Q["P~"" squwf; ()] (3.1)
ye
and
1
“Q= o /Q 6(x— )Wy +f)0)dy (s £0). (3:2)

Now, using Definition 1.7 with the assumption that Q is contained in /, and the proof used

in [9], we can show that the sequence of complex numbers s = {sg} of (3.1) satisfies

1 1-q/p rigy1l/r
||s||npq,<w>={2< sup (m) > |Q|1-W|sQ|q> } < Cllf g, s
JEZ

]:dyadic‘ Qcy
=27 0Q)=277

for some constant C independent of f.
aq in (3.2) satisfies the smoothness condition (ii) of (1.9), and depending on the require-
ments of € it also satisfies condition (i) and (iii) of (1.9). Therefore a, is an (s, p)x,; -atom.
Next, we take any function f € ./\/Ifqr(R”) with the above atomic decomposition,

fZZSQﬂQ in S//P
Q

and

IlfllN;qr<R")2( Y sofo
uQ=27

‘Mg)ﬁ

Thus, using Definition 1.5 and the Minkowski integral inequality in the following compu-

tations, we have

||H<I>A(f) ”N;q,(nzan)

1/r
_ [Z(zis ” @0/ * (Hcp,Af) ”M{;)r}

JjEL
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q rlgy1/r
dx) }

rigy1l/r
R)|1//,*f(A()/)~)x|qu> } dy

= [Z(?Sq sup |B(x0,R)|q/p_1/( )
B(xg,R

jeZ xpeR”
R>0

< /Rn [20)] {Z(Z’S‘I sup |Bxo, B)|""™! /B(

|J’|" jeZ xp€R”
R>0

CI) S§—n —
- [T g0 LA dena )]y | BOHAO)) g ey

@0)
[ TR0 @

X

where
n(AG)) = [AD) " det A 0) [ (AG)-)-
Furthermore, by the definition, we obtain
[B6)AD) |y,

’

Niqr(®")

- | sapor A et )] aola)|
Q

where

aq,() = BOA)| ™7 |det A7 0)|Mag(AB)-). (3.3)

In the same way as in the proof of Theorem 2.1, for any atom a and fixed y € R”, we need
to show that the function aq, is an (s, p)x,.-atom satisfying Definition 1.6.

Together with the cancelation condition of 0, it is straightforward to verify that aq, given
in (3.3) satisfies the cancelation condition for every y € R”. Based on the construction of
aq over Q in (3.2) and the requirement of the support condition of 6, we see that aq, is
supported in 3Q. Since aq, (x) in (3.3) is a constant multiple of aq(A(y)x), then without
loss of generality, we may use a similar discussion made in the proof of Theorem 2.1 for
the support condition. Thus we conclude that

suppaq, C 3Q4-1,

where aq, is the one in (3.3) and Q41 is the smallest circumscribed cube as discussed in
Theorem 2.1.

Finally by using (3.2) and the definition of §;, we see the smoothness condition as follows:

|8aﬂQy (x)|
= [0 (BO) | A" |det A () ag(AGw))|
= BO) A0 |der a7 )] 0% aq(40)x)|

smn/«mu”(““’”S\\Amu"’% /Q 6 (6(A0)x - ) |0y %)) dy

- %ﬁ(y) |A®) ||"/"‘S|Q|“”‘”’”( /Q |0 (270 (2 (A% — ))) || (¥ =) dy)
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~ (iggl(llf; >‘<f)(y)|>_1

IA

%ﬂ(y)“A(y)||n/p—S|Q|s/n—1/p2j(n+|a\)“A(y)H Jet| /Q|(8“0)(2/(A(y)x—y))|dy

IA

CB(y) HA(),) “ nlp-s+la| | le/n—llp—1_|a‘/n Q|
- A A Ay | gt
_ (o)

— C|QA-1 |s/n—1/p—\ot|/n.

Thus, aq, (x) is an (s, p)x,.-atom.
Therefore, we complete the proof of the theorem. d
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