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Abstract
In the present paper, we shall give a characterization for the Spanne and Adams type
boundedness of the Riesz potential and its commutators on the generalized
Orlicz-Morrey spaces, respectively. Also we give criteria for the weak versions of
Spanne and Adams type boundedness of the Riesz potential on the generalized
Orlicz-Morrey spaces. In all the cases the conditions for the boundedness are given in
terms of Zygmund type integral inequalities involving the Young function �(u) and
the function ϕ(x, r) defining the space.
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1 Introduction
As is well known, Morrey spaces are widely used to investigate the local behavior of solu-
tions to second order elliptic partial differential equations (PDE). Recall that the classical
Morrey spaces Mp,λ(Rn) are defined by

Mp,λ(
R

n) =
{

f ∈ Lp
loc

(
R

n) : ‖f ‖Mp,λ := sup
x∈Rn ,r>

r– λ
p ‖f ‖Lp(B(x,r)) < ∞

}
,

where  ≤ λ ≤ n,  ≤ p < ∞. Mp,λ(Rn) was an expansion of Lp(Rn) in the sense that
Mp,(Rn) = Lp(Rn) and Mp,n(Rn) = L∞(Rn).

Here and everywhere in the sequel B(x, r) is the ball in R
n of radius r centered at x and

|B(x, r)| = vnrn is its Lebesgue measure, where vn is the volume of the unit ball in R
n.

By WMp,λ(Rn) we denote the weak Morrey space defined as the set of functions f in
the local weak space WLp

loc(Rn) for which

‖f ‖WMp,λ = sup
x∈Rn ,r>

r– λ
p ‖f ‖WLp(B(x,r)) < ∞.

The spaces Mp,ϕ(Rn) defined by the norm

‖f ‖Mp,ϕ = sup
x∈Rn ,r>

ϕ(x, r)–∣∣B(x, r)
∣∣– 

p ‖f ‖Lp(B(x,r))
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with a function ϕ positive and measurable on R
n × (,∞) are known as generalized Mor-

rey spaces (see, for example, [–]). Also by WMp,ϕ(Rn) we denote the weak generalized
Morrey space of all functions f ∈ WLp

loc(Rn) for which

‖f ‖WMp,ϕ = sup
x∈Rn ,r>

ϕ(x, r)–∣∣B(x, r)
∣
∣– 

p ‖f ‖WLp(B(x,r)) < ∞.

The Orlicz space was first introduced by Orlicz in [, ] as a generalization of Lebesgue
spaces Lp. Since then this space has been one of the important functional frames in math-
ematical analysis, and especially in real and harmonic analysis. Orlicz space is also an ap-
propriate substitute for L space when L space does not work. For example, the Hardy-
Littlewood maximal operator

Mf (x) = sup
r>


|B(x, r)|

∫

B(x,r)

∣∣f (y)
∣∣dy

is bounded on Lp for  < p < ∞, but not on L, but using Orlicz spaces, we can investigate
the boundedness of the maximal operator near p = , see [, ] and [] for more precise
statements.

A natural step in the theory of functions spaces was to study Orlicz-Morrey spaces
M�,ϕ(Rn), where the ‘Morrey type measuring’ of the regularity of functions is realized
with respect to the Orlicz norm over balls instead of the Lebesgue one. Such spaces were
first introduced and studied by Nakai []. Then another kind of Orlicz-Morrey spaces
were introduced by Sawano et al. []. Our definition of Orlicz-Morrey spaces introduced
in [] and used here is different from that of [] and [].

Let  < α < n. The Riesz potential operator Iα is defined by

Iαf (x) =
∫

Rn

f (y)
|x – y|n–α

dy.

The commutators generated by b ∈ L
loc(Rn) and the operator Iα are defined by

[b, Iα]f (x) =
∫

Rn

b(x) – b(y)
|x – y|n–α

f (y) dy.

The operator |b, Iα| is defined by

|b, Iα|f (x) =
∫

Rn

|b(x) – b(y)|
|x – y|n–α

f (y) dy.

The classical result by Hardy-Littlewood-Sobolev states that the operator Iα is of weak
type (p, np/(n – αp)) if  ≤ p < n/α and of strong type (p, np/(n – αp)) if  < p < n/α.

Around the s, the Hardy-Littlewood-Sobolev inequality was extended from Lebes-
gue spaces to Morrey spaces. As stated in [], Spanne proved the following result.

Theorem . (Spanne, but published by Peetre []) Let  < α < n,  ≤ p < n
α

,  < λ <
n – αp. Moreover, let 

p – 
q = α

n and λ
p = μ

q . Then, for p > , the operator Iα is bounded from
Mp,λ(Rn) to Mq,μ(Rn) and for p = , Iα is bounded from M,λ(Rn) to WMq,μ(Rn).
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Later on, a stronger result was obtained by Adams [], and refined by Chiarenza and
Frasca [].

Theorem . (Adams []) Let  < α < n,  ≤ p < n
α

,  < λ < n – αp and 
p – 

q = α
n–λ

. Then,
for p > , the operator Iα is bounded from Mp,λ(Rn) toMq,λ(Rn) and for p = , Iα is bounded
from M,λ(Rn) to WMq,λ(Rn).

Guliyev [] (see also, [, ]) extended the results of Spanne and Adams from Mor-
rey spaces to generalized Morrey spaces. Later on, Spanne type results were obtained by
Guliyev et al. [] under a weaker condition. These results can be summarized as follows.

Theorem . ([]) Let  < α < n,  ≤ p < n
α

, 
q = 

p – α
n and (ϕ,ϕ) satisfy the condition

∫ ∞

r

ess inft<s<∞ϕ(x, s)s
n
p

t
n
q +

dt ≤ Cϕ(x, r),

where C does not depend on x and r. Then Iα is bounded from Mp,ϕ (Rn) to Mq,ϕ (Rn) for
p >  and from Mp,ϕ (Rn) to WMq,ϕ (Rn) for p ≥ .

Theorem . ([]) Let  ≤ p < ∞,  < α < n
p and let ϕ(x, t) satisfy the conditions

sup
r<t<∞

ess inft<s<∞ϕ(x, s)s
n
p

t
n
p

≤ Cϕ(x, r) (.)

and

tαϕ(x, t) +
∫ ∞

t
rαϕ(x, r)

dr
r

≤ Cϕ(x, t)
p
q ,

where q > p and C does not depend on x ∈R
n and t > . Suppose also that, for almost every

x ∈R
n, the function ϕ(x, r) fulfills the condition

there exist an a = a(x) >  such that ϕ(x, ·) : [,∞] → [a,∞) is surjective.

Then, for p > , the operator Iα is bounded from Mp,ϕ(Rn) to Mq,ϕ
p
q (Rn) and for p ≥  the

operator Iα is bounded from Mp,ϕ(Rn) to WMq,ϕ

q (Rn).

It is well known that commutators of classical operators of harmonic analysis play an
important role in various topics of analysis and PDE.

As an application of the above results, the boundedness of [b, Iα] on generalized Morrey
spaces is investigated in [, ].

The boundedness of Iα from Orlicz space L�(Rn) to the corresponding another Orlicz
space L� (Rn) was studied in []. There were given necessary and sufficient conditions for
the boundedness of Iα from L�(Rn) to L� (Rn) and also from L�(Rn) to the weak Orlicz
space WL� (Rn).

In this paper, we shall give a characterization for the Spanne and Adams type bound-
edness of the Riesz potential and its commutators on generalized Orlicz-Morrey spaces,
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respectively. Also we give criteria for the weak versions of Spanne and Adams type bound-
edness of the Riesz potential on the generalized Orlicz-Morrey spaces.

By A � B we mean that A ≤ CB with some positive constant C independent of appro-
priate quantities. If A � B and B � A, we write A ≈ B and say that A and B are equivalent.

2 Preliminaries
2.1 On Young functions and Orlicz spaces
We recall the definition of Young functions.

Definition . A function � : [,∞) → [,∞] is called a Young function if � is convex,
left-continuous, and we have limr→+ �(r) = �() =  and limr→∞ �(r) = ∞.

From the convexity and �() =  it follows that any Young function is increasing. If there
exists s ∈ (,∞) such that �(s) = ∞, then �(r) = ∞ for r ≥ s. The set of Young functions
such that

 < �(r) < ∞ for  < r < ∞

will be denoted by Y . If � ∈ Y , then � is absolutely continuous on every closed interval
in [,∞) and bijective from [,∞) to itself.

For a Young function � and  ≤ s ≤ ∞, let

�–(s) = inf
{

r ≥  : �(r) > s
}

.

If � ∈ Y , then �– is the usual inverse function of �. We note that

�
(
�–(r)

) ≤ r ≤ �–(�(r)
)

for  ≤ r < ∞.

It is well known that

r ≤ �–(r)�̃–(r) ≤ r for r ≥ , (.)

where �̃(r) is defined by

�̃(r) =

{
sup{rs – �(s) : s ∈ [,∞)}, r ∈ [,∞),
∞, r = ∞.

A Young function � is said to satisfy the �-condition, denoted also as � ∈ �, if

�(r) ≤ k�(r) for r > 

for some k > . If � ∈ �, then � ∈ Y . A Young function � is said to satisfy the ∇-
condition, denoted also by � ∈ ∇, if

�(r) ≤ 
k

�(kr), r ≥ 

for some k > .
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Definition . (Orlicz space) For a Young function �, the set

L�
(
R

n) =
{

f ∈ L
loc

(
R

n) :
∫

Rn
�

(
k
∣∣f (x)

∣∣)dx < ∞ for some k > 
}

is called Orlicz space. If �(r) = rp,  ≤ p < ∞, then L�(Rn) = Lp(Rn). If �(r) =  ( ≤ r ≤ )
and �(r) = ∞ (r > ), then L�(Rn) = L∞(Rn). The space L�

loc(Rn) is defined as the set of all
functions f such that f χB ∈ L�(Rn) for all balls B ⊂R

n.

L�(Rn) is a Banach space with respect to the norm

‖f ‖L� = inf

{
λ >  :

∫

Rn
�

( |f (x)|
λ

)
dx ≤ 

}
.

We note that

∫

Rn
�

( |f (x)|
‖f ‖L�

)
dx ≤ . (.)

Lemma . ([]) For a Young function � and B = B(x, r), the following inequality is valid:

‖f ‖L(B) ≤ |B|�–(|B|–)‖f ‖L�(B),

where ‖f ‖L�(B) = ‖f χB‖L� .

By elementary calculations we have the following.

Lemma . Let � be a Young function and B a set in R
n with finite Lebesgue measure.

Then

‖χB‖L� =


�–(|B|–)
.

2.2 Generalized Orlicz-Morrey space
Various versions of generalized Orlicz-Morrey spaces were introduced in [, ] and [].
We used the definition of [] which runs as follows.

Definition . Let ϕ(x, r) be a positive measurable function on R
n × (,∞) and � any

Young function. We denote by M�,ϕ(Rn) the generalized Orlicz-Morrey space, the space
of all functions f ∈ L�

loc(Rn) for which

‖f ‖M�,ϕ = sup
x∈Rn ,r>

ϕ(x, r)–�–(∣∣B(x, r)
∣
∣–)‖f ‖L�(B(x,r)) < ∞.

The following theorem and lemma play a key role in our main results.

Theorem . ([]) Let � ∈ Y , the functions ϕ and � satisfy the condition

sup
r<t<∞

�–(∣∣B(x, t)
∣∣–)

ess inf
t<s<∞

ϕ(x, s)
�–(|B(x, s)|–)

≤ Cϕ(x, r), (.)
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where C does not depend on x and r. Then the maximal operator M is bounded from
M�,ϕ(Rn) to M�,ϕ(Rn) for � ∈ ∇.

A function ϕ : (,∞) → (,∞) is said to be almost increasing (resp. almost decreasing)
if there exists a constant C >  such that

ϕ(r) ≤ Cϕ(s)
(
resp. ϕ(r) ≥ Cϕ(s)

)
for r ≤ s.

For a Young function �, we denote by G� the set of all almost decreasing functions ϕ :
(,∞) → (,∞) such that t ∈ (,∞) �→ 

�–(v–
n t–n)ϕ(t) is almost increasing.

Lemma . Let B := B(x, r). If ϕ ∈ G�, then there exists C >  such that


ϕ(r)

≤ ‖χB‖M�,ϕ ≤ C
ϕ(r)

.

Proof Let B = B(x, r) denote an arbitrary ball in R
n. By the definition and Lemma ., it is

easy to see that

‖χB‖M�,ϕ = sup
x∈Rn ,r>

ϕ(r)–�–(|B|–) 
�–(|B ∩ B|–)

≥ ϕ(r)–�–(|B|–) 
�–(|B ∩ B|–)

=


ϕ(r)
.

Now if r ≤ r, then ϕ(r) ≤ Cϕ(r) and

ϕ(r)–�–(|B|–)‖χB‖L�(B) ≤ 
ϕ(r)

≤ C
ϕ(r)

.

On the other hand if r ≥ r, then ϕ(r)
�–(|B|–) ≤ C ϕ(r)

�–(|B|–) and

ϕ(r)–�–(|B|–)‖χB‖L�(B) ≤ C
ϕ(r)

.

This completes the proof. �

3 Spanne type results for Iα in the spaces M�,ϕ

We recall that, for functions � and � from [,∞) into [,∞], the function � is said to
dominate � globally if there exists a positive constant c such that �(s) ≤ �(cs) for all s ≥ .

In the theorems below we also use the notation

�̃P(s) =
∫ s


rP′–(B–

P
(
rP′))P′

dr,

where  < P ≤ ∞ and �̃P(s) is the Young conjugate function to �P(s), and

�P(s) =
∫ s


rP′–(A–

P
(
rP′))P′

dr, (.)
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where B–
P (s) and A–

P (s) are inverses to

BP(s) =
∫ s



�(t)
t+P′ dt and AP(s) =

∫ s



�̃(t)
t+P′ dt,

respectively. These functions �P(s) and �P(s) are used below with P = n
α

.

Theorem . ([]) Let � and � Young functions and  < α < n. Then the Riesz potential
Iα is bounded from L�(Rn) to L� (Rn) if and only if

∫ 


�̃(t)/t+n/(n–α) dt < ∞,

∫ 


�(t)/t+n/(n–α) dt < ∞ (.)

and

� dominates �n/α globally and �n/α dominates � globally. (.)

Lemma . ([]) Let � and � Young functions and �P , P ∈ (,∞], Young function defined
as in (.). If

∫ 
 �̃(t)/t+P′ dt < ∞ and �P dominates � globally then

�–(r) � r

P �–(r) for r > .

For proving our main results, we need the following estimate.

Lemma . If B := B(x, r), then rα
 ≤ CIαχB (x) for every x ∈ B.

Proof If x, y ∈ B, then |x – y| ≤ |x – x| + |y – x| < r. Since  < α < n, we get rα–n
 ≤

C|x – y|α–n. Therefore

IαχB (x) =
∫

Rn
χB (y)|x – y|α–n dy =

∫

B

|x – y|α–n dy ≥ Crα–n
 |B| = Crα

 . �

The following theorem is a useful necessary and sufficient result for the boundedness of
Iα in the framework of generalized Orlicz-Morrey space.

Theorem . (Spanne type result) Let �, � be Young functions and  < α < n.
. If the functions (�,�) satisfy the conditions (.) and (.), then the condition

∫ ∞

t
ess inf
r<s<∞

ϕ(s)
�–(v–

n s–n)
�–(v–

n r–n)dr
r

≤ Cϕ(t) (.)

for all t > , where C >  does not depend on t, is sufficient for the boundedness of Iα
from M�,ϕ (Rn) to M� ,ϕ (Rn).

. If the function ϕ ∈ G�, then the condition

tαϕ(t) ≤ Cϕ(t) (.)

for all t > , where C >  does not depend on t, is necessary for the boundedness of Iα
from M�,ϕ (Rn) to M� ,ϕ (Rn).



Deringoz et al. Journal of Inequalities and Applications  (2016) 2016:248 Page 8 of 22

. Let the functions (�,�) satisfy the conditions (.) and (.). If ϕ ∈ G� satisfies the
regularity type condition

∫ ∞

t

�–(v–
n r–n)

�–(v–
n r–n)

ϕ(r)
dr
r

≤ Ctαϕ(t) (.)

for all t > , where C >  does not depend on t, then the condition (.) is necessary
and sufficient for the boundedness of Iα from M�,ϕ (Rn) to M� ,ϕ (Rn).

Proof The first part of the theorem was proved in [], Theorem .
We shall now prove the second part. Let B = B(x, t) and x ∈ B. By Lemma . we

have tα
 ≤ CIαχB (x). Therefore, by Lemma . and Lemma .

tα
 ≤ C�–(|B|–)‖IαχB‖L� (B) ≤ Cϕ(t)‖IαχB‖M� ,ϕ

≤ Cϕ(t)‖χB‖M�,ϕ ≤ C
ϕ(t)
ϕ(t)

.

Since this is true for every t > , we are done.
The third statement of the theorem follows from the first and second parts of the theo-

rem. �

If we take �(t) = tp, �(t) = tq, p, q ∈ [,∞) at Theorem . we get the following new
result for generalized Morrey spaces.

Corollary . Let  < α < n and p, q ∈ [,∞).
. If  < p < n

α
and 

q = 
p – α

n , then the condition

∫ ∞

t

ess infr<s<∞ϕ(s)s
n
p

r
n
q

dr
r

≤ Cϕ(t) (.)

for all t > , where C >  does not depend on t, is sufficient for the boundedness of Iα
from Mp,ϕ (Rn) to Mq,ϕ (Rn).

. If the function ϕ ∈ Gp ≡ Gtp , then the condition (.) is necessary for the boundedness
of Iα from Mp,ϕ (Rn) to Mq,ϕ (Rn).

. Let  < p < n
α

and 
q = 

p – α
n . If ϕ ∈ Gp satisfies the regularity condition

∫ ∞

t
rαϕ(r)

dr
r

≤ Ctαϕ(t) (.)

for all t > , where C >  does not depend on t, then the condition (.) is necessary
and sufficient for the boundedness of Iα from Mp,ϕ (Rn) to Mq,ϕ (Rn).

Remark . If we take ϕ(t) = t
λ–n

p and ϕ(t) = t
μ–n

q at Corollary ., then conditions (.)
and (.) are equivalent to  < λ < n – αp and λ

p = μ

q , respectively. Therefore, we get the
following Spanne result for Morrey spaces.

Corollary . ([]) Let  < α < n,  < p < n
α

,  < λ < n – αp and 
q = 

p – α
n . Then Iα is

bounded from Mp,λ(Rn) to Mq,μ(Rn) if and only if λ
p = μ

q .
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4 Adams type results for Iα in the spaces M�,ϕ

The following pointwise estimate plays a key role where we prove our main results.

Lemma . Let  < α < n and ϕ(x, t) satisfy the condition

tαϕ(x, t) +
∫ ∞

t
rαϕ(x, r)

dr
r

≤ Cϕ(x, t)β (.)

for some β ∈ (, ) and for every x ∈ R
n and t > . Then we have the pointwise inequal-

ity:

∣
∣Iαf (x)

∣
∣�

(
Mf (x)

)β‖f ‖–β

M�,ϕ . (.)

Proof For an arbitrary ball B = B(x, t) we represent f as

f = f + f, f(y) = f (y)χB(y), f(y) = f (y)χ�B(y),

and have

Iαf (x) = Iαf(x) + Iαf(x).

For Iαf(x), following the Hedberg trick, see [], we obtain |Iαf(x)| ≤ CtαMf (x). For
Iαf(x) by Lemma . we have

∫

�(B(x,t))

|f (y)|
|x – y|n–α

dy ≈
∫

�(B(x,t))

∣
∣f (y)

∣
∣
∫ ∞

|x–y|
dr

rn+–α
dy

≈
∫ ∞

t

∫

t≤|x–y|<r

∣∣f (y)
∣∣dy

dr
rn+–α

≤ C

∫ ∞

t
�–(∣∣B(x, r)

∣
∣–)rα–‖f ‖L�(B(x,r)) dr.

Consequently we have

∣∣Iαf (x)
∣∣� tαMf (x) +

∫ ∞

t
�–(∣∣B(x, r)

∣∣–)rα–‖f ‖L�(B(x,r)) dr

� tαMf (x) + ‖f ‖M�,ϕ

∫ ∞

t
rαϕ(x, r)

dr
r

.

Thus, by (.) we obtain

∣
∣Iαf (x)

∣
∣� min

{
ϕ(x, t)β–Mf (x),ϕ(x, t)β‖f ‖M�,ϕ

}

� sup
s>

min
{

sβ–Mf (x), sβ‖f ‖M�,ϕ
}

=
(
Mf (x)

)β‖f ‖–β

M�,ϕ ,

where we have used the fact that the supremum is achieved when the minimum parts are
balanced. �
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Theorem . Let � ∈ Y ∩ ∇ and  < α < n. Let ϕ(x, t) satisfy the conditions (.) and
(.). Define η(x, t) ≡ ϕ(x, t)β and �(t) ≡ �(t/β). Then the operator Iα is bounded from
M�,ϕ(Rn) to M� ,η(Rn).

Proof By using the pointwise estimate (.) we have

‖Iαf ‖L� (B) �
∥∥(Mf )β

∥∥
L� (B)‖f ‖–β

M�,ϕ ,

where B = B(x, t).
Note that from (.) we get

∫

B
�

(
(Mf (x))β

‖Mf ‖β

L�(B)

)
dx =

∫

B
�

(
Mf (x)

‖Mf ‖L�(B)

)
dx ≤ .

Thus ‖(Mf )β‖L� (B) ≤ ‖Mf ‖β

L�(B). Consequently by using this inequality we have

‖Iαf ‖L� (B) � ‖Mf ‖β

L�(B)‖f ‖–β

M�,ϕ . (.)

From Theorem . and (.), we get

‖Iαf ‖M� ,η = sup
x∈Rn ,t>

η(x, t)–�–(|B|–)‖Iαf ‖L� (B)

� ‖f ‖–β

M�,ϕ sup
x∈Rn ,t>

η(x, t)–�–(|B|–)‖Mf ‖β

L�(B)

= ‖f ‖–β

M�,ϕ

(
sup

x∈Rn ,t>
ϕ(x, t)–�–(|B|–)‖Mf ‖L�(B)

)β

� ‖f ‖M�,ϕ . �

The following theorem is one of our main results.

Theorem . (Adams type result) Let  < α < n, � ∈ Y , β ∈ (, ) and η(t) ≡ ϕ(t)β and
�(t) ≡ �(t/β).

. If � ∈ ∇ and ϕ(t) satisfies (.), then the condition

tαϕ(t) +
∫ ∞

t
rαϕ(r)

dr
r

≤ Cϕ(t)β (.)

for all t > , where C >  does not depend on t, is sufficient for the boundedness of Iα
from M�,ϕ(Rn) to M� ,η(Rn).

. If ϕ ∈ G�, then the condition

tαϕ(t) ≤ Cϕ(t)β (.)

for all t > , where C >  does not depend on t, is necessary for the boundedness of Iα
from M�,ϕ(Rn) to M� ,η(Rn).
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. Let � ∈ ∇. If ϕ ∈ G� satisfies the regularity condition

∫ ∞

t
rαϕ(r)

dr
r

≤ Ctαϕ(t) (.)

for all t > , where C >  does not depend on t, then the condition (.) is necessary
and sufficient for the boundedness of Iα from M�,ϕ(Rn) to M� ,η(Rn).

Proof The first part of the theorem is a corollary of Theorem ..
We shall now prove the second part. Let B = B(x, t) and x ∈ B. By Lemma . we

have tα
 ≤ CIαχB (x). Therefore, by Lemma . and Lemma . we have

tα
 ≤ C�–(|B|–)‖IαχB‖L� (B) ≤ Cη(t)‖IαχB‖M� ,η

≤ Cη(t)‖χB‖M�,ϕ ≤ C
η(t)
ϕ(t)

= Cϕ(t)β–.

Since this is true for every t > , we are done.
The third statement of the theorem follows from the first and second parts of the theo-

rem. �

If we take �(t) = tp, p ∈ [,∞) and β = p
q with p < q < ∞ at Theorem . we get the

following new result for generalized Morrey spaces.

Corollary . Let  < p < q < ∞.
. If ϕ(t) satisfies (.), then the condition

tαϕ(t) +
∫ ∞

t
rαϕ(r)

dr
r

≤ Cϕ(t)
p
q (.)

for all t > , where C >  does not depend on t, is sufficient for the boundedness of Iα
from Mp,ϕ(Rn) to Mq,ϕ

p
q (Rn).

. If ϕ ∈ Gp, then the condition

tαϕ(t) ≤ Cϕ(t)
p
q (.)

for all t > , where C >  does not depend on t, is necessary for the boundedness of Iα
from Mp,ϕ(Rn) to Mq,ϕ

p
q (Rn).

. If ϕ ∈ Gp satisfies the regularity condition (.), then the condition (.) is necessary

and sufficient for the boundedness of Iα from Mp,ϕ(Rn) to Mq,ϕ
p
q (Rn).

Remark . If we take ϕ(t) = t
λ–n

p at Corollary ., then the condition (.) is equivalent
to  < λ < n – αp and the condition (.) is equivalent to 

p – 
q = α

n–λ
. Therefore, we get the

following Adams result for Morrey spaces.

Corollary . Let  < α < n,  < p < q < ∞ and  < λ < n – αp. Then Iα is bounded from
Mp,λ(Rn) to Mq,λ(Rn) if and only if 

p – 
q = α

n–λ
.
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5 Spanne type results for [b, Iα] in the spaces M�,ϕ

We recall the definition of the space of BMO(Rn).

Definition . Suppose that f ∈ L
loc(Rn), let

‖f ‖∗ = sup
x∈Rn ,r>


|B(x, r)|

∫

B(x,r)

∣
∣f (y) – fB(x,r)

∣
∣dy < ∞,

where

fB(x,r) =


|B(x, r)|
∫

B(x,r)
f (y) dy.

Define

BMO
(
R

n) =
{

f ∈ L
loc

(
R

n) : ‖f ‖∗ < ∞}
.

Modulo constants, the space BMO(Rn) is a Banach space with respect to the norm ‖ ·‖∗.
Before proving our theorems, we need the following lemmas.

Lemma . ([]) Let b ∈ BMO(Rn). Then there is a constant C >  such that

|bB(x,r) – bB(x,t)| ≤ C‖b‖∗ ln
t
r

for  < r < t, (.)

where C is independent of b, x, r, and t.

Lemma . ([, ]) Let f ∈ BMO(Rn) and � be a Young function with � ∈ �, then

‖f ‖∗ ≈ sup
x∈Rn ,r>

�–(∣∣B(x, r)
∣∣–)∥∥f (·) – fB(x,r)

∥∥
L�(B(x,r)). (.)

Lemma . If b ∈ L
loc(Rn) and B := B(x, r), then

rα

∣∣b(x) – bB

∣∣ ≤ C|b, Iα|χB (x)

for every x ∈ B, where bB = 
|B|

∫
B

b(y) dy.

Proof If x, y ∈ B, then |x – y| ≤ |x – x| + |y – x| < r. Since  < α < n, we get rα–n
 ≤

C|x – y|α–n. Therefore

|b, Iα|χB (x) =
∫

B

∣∣b(x) – b(y)
∣∣|x – y|α–n dy ≥ Crα–n



∫

B

∣∣b(x) – b(y)
∣∣dy

≥ Crα–n


∣∣
∣∣

∫

B

(
b(x) – b(y)

)
dy

∣∣
∣∣ = Crα


∣
∣b(x) – bB

∣
∣. �

The following theorem is one of our main results.

Theorem . Let  < α < n and b ∈ BMO(Rn).
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. Let � be a Young function and � defined, via its inverse, by setting, for all t ∈ (,∞),
�–(t) := �–(t)t–α/n. If �,� ∈ � ∩ ∇, then the condition

∫ ∞

r

(
 + ln

t
r

)
ess inf
t<s<∞

ϕ(s)
�–(s–n)

�–(t–n)dt
t

≤ Cϕ(r)

for all r > , where C >  does not depend on r, is sufficient for the boundedness of
|b, Iα| from M�,ϕ (Rn) to M� ,ϕ (Rn).

. Let �, � be Young functions. If � ∈ � and ϕ ∈ G�, then the condition (.) is
necessary for the boundedness of |b, Iα| from M�,ϕ (Rn) to M� ,ϕ (Rn).

. Let � be a Young function and � defined, via its inverse, by setting, for all t ∈ (,∞),
�–(t) := �–(t)t–α/n and �,� ∈ � ∩ ∇. If ϕ ∈ G� satisfies the regularity type
condition

∫ ∞

r

(
 + ln

t
r

)
tαϕ(t)

dt
t

≤ Crαϕ(r) (.)

for all r > , where C >  does not depend on r, then the condition (.) is necessary
and sufficient for the boundedness of |b, Iα| from M�,ϕ (Rn) to M� ,ϕ (Rn).

Proof From the proof of [], Theorem , we know that the boundedness result is still
true if one has |b, Iα| instead of [b, Iα]. Hence, the first part of the theorem is a corollary of
[], Theorem .

We shall now prove the second part. Let B = B(x, r) and x ∈ B. By Lemma . we
have rα

 |b(x) – bB | ≤ C|b, Iα|χB (x). Therefore, by Lemma . and Lemma .

rα
 ≤ C

‖|b, Iα|χB‖L� (B)

‖b(·) – bB‖L� (B)
≤ C

‖b‖∗

∥∥|b, Iα|χB

∥∥
L� (B)�

–(|B|–)

≤ C
‖b‖∗

ϕ(r)
∥
∥|b, Iα|χB

∥
∥
M� ,ϕ ≤ Cϕ(r)‖χB‖M�,ϕ ≤ C

ϕ(r)
ϕ(r)

.

Since this is true for every r > , we are done.
The third statement of the theorem follows from the first and second parts of the theo-

rem. �

If we take �(t) = tp, �(t) = tq, p, q ∈ [,∞) at Theorem . we get the following new
result for generalized Morrey spaces.

Corollary . Let  < α < n, p, q ∈ [,∞) and b ∈ BMO(Rn).
. Let  < p < n

α
, 

q = 
p – α

n , then the condition

∫ ∞

r

(
 + ln

t
r

)
ess inft<s<∞ ϕ(s)s

n
p

t
n
q +

dt ≤ Cϕ(r)

for all r > , where C >  does not depend on r, is sufficient for the boundedness of
|b, Iα| from Mp,ϕ (Rn) to Mq,ϕ (Rn).

. If ϕ ∈ Gp, then the condition (.) is necessary for the boundedness of |b, Iα| from
Mp,ϕ (Rn) to Mq,ϕ (Rn).
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. Let  < p < n
α

, 
q = 

p – α
n . If ϕ ∈ Gp satisfies the regularity type condition (.), then the

condition (.) is necessary and sufficient for the boundedness of |b, Iα| from
Mp,ϕ (Rn) to Mq,ϕ (Rn).

6 Adams type results for [b, Iα] in the spaces M�,ϕ

The commutators generated by b ∈ L
loc(Rn) and the maximal operator M is defined by

Mb(f )(x) = sup
t>

∣
∣B(x, t)

∣
∣–

∫

B(x,t)

∣
∣b(x) – b(y)

∣
∣
∣
∣f (y)

∣
∣dy.

Theorem . ([]) Let b ∈ BMO(Rn), � be a Young function with � ∈ � ∩ ∇, ϕ and �

satisfy the condition

sup
r<t<∞

(
 + ln

t
r

)
�–(∣∣B(x, t)

∣
∣–)

ess inf
t<s<∞

ϕ(x, s)
�–(|B(x, s)|–)

≤ Cϕ(x, r), (.)

where C does not depend on x and r. Then the operator Mb is bounded from M�,ϕ(Rn) to
M�,ϕ(Rn).

The following lemma is the analog of the Hedberg trick for [b, Iα].

Lemma . If  < α < n and f , b ∈ L
loc(Rn), then for all x ∈R

n and r >  we get

∫

B(x,r)

|f (y)|
|x – y|n–α

∣
∣b(x) – b(y)

∣
∣dy � rαMbf (x). (.)

Proof

∫

B(x,r)

|f (y)|
|x – y|n–α

∣∣b(x) – b(y)
∣∣dy

=
∞∑

j=

∫

–j–r≤|x–y|<–jr

|f (y)|
|x – y|n–α

∣
∣b(x) – b(y)

∣
∣dy

�
∞∑

j=

(
–jr

)α(
–jr

)–n
∫

|x–y|<–jr

∣∣f (y)
∣∣∣∣b(x) – b(y)

∣∣dy

� rαMbf (x). �

Theorem . Let b ∈ BMO(Rn), β ∈ (, ), � be a Young function with � ∈ � ∩ ∇. Let
ϕ(x, r) satisfy the conditions (.) and

rαϕ(x, r) +
∫ ∞

r

(
 + ln

t
r

)
ϕ(x, t)tα dt

t
≤ Cϕ(x, r)β (.)

for every x ∈ R
n and r > . Define η(x, r) ≡ ϕ(x, r)β and �(r) ≡ �(r/β). Then the operator

[b, Iα] is bounded from M�,ϕ(Rn) to M� ,η(Rn).

Proof For arbitrary x ∈ R
n, set B = B(x, r) for the ball centered at x and of radius r.

Write f = f + f with f = f χB and f = f χ�(B).



Deringoz et al. Journal of Inequalities and Applications  (2016) 2016:248 Page 15 of 22

For x ∈ B we have

∣
∣[b, Iα]f(x)

∣
∣�

∫

Rn

|b(y) – b(x)|
|x – y|n–α

∣
∣f(y)

∣
∣dy ≈

∫

�(B)

|b(y) – b(x)|
|x – y|n–α

∣
∣f (y)

∣
∣dy

�
∫

�(B)

|b(y) – bB|
|x – y|n–α

∣∣f (y)
∣∣dy +

∫

�(B)

|b(x) – bB|
|x – y|n–α

∣∣f (y)
∣∣dy = J + J(x),

since x ∈ B and y ∈ �(B) implies |x – y| ≈ |x – y|.
Let us estimate J:

J =
∫

�(B)

|b(y) – bB|
|x – y|n–α

∣∣f (y)
∣∣dy ≈

∫

�(B)

∣∣b(y) – bB
∣∣∣∣f (y)

∣∣
∫ ∞

|x–y|
dt

tn+–α
dy

≈
∫ ∞

r

∫

r≤|x–y|≤t

∣∣b(y) – bB
∣∣∣∣f (y)

∣∣dy
dt

tn+–α
�

∫ ∞

r

∫

B(x,t)

∣∣b(y) – bB
∣∣∣∣f (y)

∣∣dy
dt

tn+–α
.

Applying Hölder’s inequality, by (.), (.), (.), and Lemma . we get

J �
∫ ∞

r

∫

B(x,t)

∣
∣b(y) – bB(x,t)

∣
∣
∣
∣f (y)

∣
∣dy

dt
tn+–α

+
∫ ∞

r
|bB(x,r) – bB(x,t)|

∫

B(x,t)

∣∣f (y)
∣∣dy

dt
tn+–α

�
∫ ∞

r

∥
∥b(·) – bB(x,t)

∥
∥

L�̃(B(x,t))‖f ‖L�(B(x,t))
dt

tn+–α

+
∫ ∞

r
|bB(x,r) – bB(x,t)|‖f ‖L�(B(x,t))�

–(∣∣B(x, t)
∣∣–) dt

t–α

� ‖b‖∗
∫ ∞

r

(
 + ln

t
r

)
‖f ‖L�(B(x,t))�

–(∣∣B(x, t)
∣
∣–) dt

t–α
.

� ‖b‖∗‖f ‖M�,ϕ

∫ ∞

r

(
 + ln

t
r

)
ϕ(x, t)

dt
t–α

.

Also using (.), we get

J(x) + J � ‖b‖∗rαMbf (x) + ‖b‖∗‖f ‖M�,ϕ

∫ ∞

r

(
 + ln

t
r

)
ϕ(x, t)

dt
t–α

,

where J(x) := |[b, Iα]f(x)|.
Thus, by (.) we obtain

J(x) + J � ‖b‖∗ min
{
ϕ(x, r)β–Mbf (x),ϕ(x, r)β‖f ‖M�,ϕ

}

� ‖b‖∗ sup
s>

min
{

sβ–Mbf (x), sβ‖f ‖M�,ϕ
}

= ‖b‖∗
(
Mbf (x)

)β‖f ‖–β

M�,ϕ .

Consequently for every x ∈ B we have

J(x) + J � ‖b‖∗
(
Mbf (x)

)β‖f ‖–β

M�,ϕ . (.)
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By using the inequality (.) we have

∥
∥J(·) + J

∥
∥

L� (B) � ‖b‖∗
∥
∥(Mbf )β

∥
∥

L� (B)‖f ‖–β

M�,ϕ .

Note that from (.) we get

∫

B
�

(
(Mbf (x))β

‖Mbf ‖β

L�(B)

)
dx =

∫

B
�

(
Mbf (x)

‖Mbf ‖L�(B)

)
dx ≤ .

Thus ‖(Mbf )β‖L� (B) ≤ ‖Mbf ‖β

L�(B). Therefore, we have

∥∥J(·) + J
∥∥

L� (B) � ‖b‖∗‖Mbf ‖β

L�(B)‖f ‖–β

M�,ϕ .

In order to estimate J, by (.), Lemma ., and the condition (.), we also get

‖J‖L� (B) =
∥∥
∥∥

∫

�(B)

|b(·) – bB|
|x – y|n–α

∣
∣f (y)

∣
∣dy

∥∥
∥∥

L� (B)

≈ ∥
∥b(·) – bB

∥
∥

L� (B)

∫

�(B)

|f (y)|
|x – y|n–α

dy

� ‖b‖∗


�–(|B|–)

∫

�(B)

|f (y)|
|x – y|n–α

dy

≈ ‖b‖∗


�–(|B|–)

∫

�(B)

∣∣f (y)
∣∣
∫ ∞

|x–y|
dt

tn+–α
dy

≈ ‖b‖∗


�–(|B|–)

∫ ∞

r

∫

r≤|x–y|<t

∣
∣f (y)

∣
∣dy

dt
tn+–α

� ‖b‖∗


�–(|B|–)

∫ ∞

r

∫

B(x,t)

∣
∣f (y)

∣
∣dy

dt
tn+–α

� ‖b‖∗


�–(|B|–)

∫ ∞

r
‖f ‖L�(B(x,t))�

–(∣∣B(x, t)
∣∣–)tα– dt

� ‖b‖∗


�–(|B|–)
‖f ‖M�,ϕ

∫ ∞

r
tαϕ(x, t)

dt
t

� ‖b‖∗


�–(|B|–)
‖f ‖M�,ϕϕ(x, r)β .

Consequently by using Theorem ., we get

∥
∥[b, Iα]f

∥
∥
M� ,η = sup

x∈Rn ,r>
η(x, r)–�–(|B|–)∥∥[b, Iα]f

∥
∥

L� (B)

� ‖b‖∗‖f ‖–β

M�,ϕ

(
sup

x∈Rn ,r>
ϕ(x, r)–�–(|B|–)‖Mbf ‖L�(B)

)β

+ ‖b‖∗‖f ‖M�,ϕ

� ‖b‖∗‖f ‖M�,ϕ . �

The following theorem is one of our main results.
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Theorem . Let  < α < n, � ∈ Y , b ∈ BMO(Rn), β ∈ (, ) and η(t) ≡ ϕ(t)β and �(t) ≡
�(t/β).

. If � ∈ � ∩ ∇ and ϕ(t) satisfies (.), then the condition

rαϕ(r) +
∫ ∞

r

(
 + ln

t
r

)
ϕ(t)tα dt

t
≤ Cϕ(r)β

for all r > , where C >  does not depend on r, is sufficient for the boundedness of
|b, Iα| from M�,ϕ(Rn) to M� ,η(Rn).

. If � ∈ � and ϕ ∈ G�, then the condition (.) is necessary for the boundedness of
|b, Iα| from M�,ϕ(Rn) to M� ,η(Rn).

. Let � ∈ � ∩ ∇. If ϕ ∈ G� satisfies the conditions

sup
r<t<∞

(
 + ln

t
r

)
ϕ(t) ≤ Cϕ(r) (.)

and

∫ ∞

r

(
 + ln

t
r

)
ϕ(t)tα dt

t
≤ Crαϕ(r) (.)

for all r > , where C >  does not depend on r, then the condition (.) is necessary
and sufficient for the boundedness of |b, Iα| from M�,ϕ(Rn) to M� ,η(Rn).

Proof From the proof of Theorem ., we know that the boundedness result is still true
if one has |b, Iα| instead of [b, Iα]. Hence, the first part of the theorem is a corollary of
Theorem ..

We shall now prove the second part. Let B = B(x, r) and x ∈ B. By Lemma . we
have rα

 |b(x) – bB | ≤ C|b, Iα|χB (x). Therefore, by Lemma . and Lemma .

rα
 ≤ C

‖|b, Iα|χB‖L� (B)

‖b(·) – bB‖L� (B)
≤ C

‖b‖∗

∥
∥|b, Iα|χB

∥
∥

L� (B)�
–(|B|–)

≤ C
‖b‖∗

η(r)
∥∥|b, Iα|χB

∥∥
M� ,η ≤ Cϕ(r)‖χB‖M�,ϕ ≤ C

η(r)
ϕ(r)

≤ Cϕ(r)β–.

Since this is true for every r > , we are done.
The third statement of the theorem follows from the first and second parts of the theo-

rem. �

If we take �(t) = tp, p ∈ [,∞) and β = p
q with  < p < q < ∞ at Theorem . we get the

following new result for generalized Morrey spaces.

Corollary . Let  < α < n,  ≤ p < q < ∞ and b ∈ BMO(Rn).
. If  < p < ∞ and ϕ(t) satisfies

sup
r<t<∞

(
 + ln

t
r

)
ess inft<s<∞ϕ(s)s

n
p

t
n
p

≤ Cϕ(r),
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then the condition

rαϕ(r) +
∫ ∞

r

(
 + ln

t
r

)
ϕ(t)tα dt

t
≤ Cϕ(r)

p
q

for all r >  and C >  does not depend on r, is sufficient for the boundedness of |b, Iα|
from Mp,ϕ(Rn) to Mq,ϕ

p
q (Rn).

. If ϕ ∈ Gp, then the condition

rαϕ(r) ≤ Cϕ(r)
p
q (.)

for all r >  and C >  does not depend on r, is necessary for the boundedness of |b, Iα|
from Mp,ϕ(Rn) to Mq,ϕ

p
q (Rn).

. Let  < p < ∞. If ϕ ∈ Gp satisfies the conditions (.) and (.), then the condition (.)

is necessary and sufficient for the boundedness of |b, Iα| from Mp,ϕ(Rn) to Mq,ϕ
p
q (Rn).

7 Weak type results
Definition . Let � be a Young function. The weak Orlicz space is defined as

WL�
(
R

n) :=
{

f ∈ L
loc

(
R

n) : ‖f ‖WL� < ∞}
,

where

‖f ‖WL� = inf

{
λ >  : sup

t>
�

(
t
λ

)
df (t) ≤ 

}
,

and df (t) = |{x ∈R
n : |f (x)| > t}|.

Lemma . If  < ‖f ‖WL� < ∞, then

sup
t>

�

(
t

‖f ‖WL�

)
df (t) ≤ . (.)

Proof By the definition of ‖ · ‖WL� , for all λ > ‖f ‖WL� we have �( t
λ

)df (t) ≤  for all t > .
Now as λ decreases to ‖f ‖WL� , the quotient t

λ
increases to t

‖f ‖WL�
. By the left-continuity

of �, we have �( t
λ

) ↑ �( t
‖f ‖WL�

). Therefore we get the desired result. �

By elementary calculations we have the following.

Lemma . Let � be a Young function and B a set in R
n with finite Lebesgue measure.

Then

‖χB‖WL� =


�–(|B|–)
.

Theorem . ([]) Let �, � Young functions and  < α < n. Then the Riesz potential Iα is
bounded from L�(Rn) to WL� (Rn) if and only if

∫ 


�̃(t)/t+n/(n–α) dt < ∞ and �n/α dominates � globally. (.)

Here, �n/α is the Young function defined as in (.).
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Definition . Let ϕ(x, r) be a positive measurable function on R
n × (,∞) and � any

Young function. By WM�,ϕ(Rn) we denote the weak generalized Orlicz-Morrey space of
all functions f ∈ WL�

loc(Rn) for which

‖f ‖WM�,ϕ = sup
x∈Rn ,r>

ϕ(x, r)–�–(∣∣B(x, r)
∣∣–)‖f ‖WL�(B(x,r)) < ∞,

where ‖f ‖WL�(B(x,r)) = ‖f χB(x,r)‖WL� .

Lemma . Let B := B(x, r). If ϕ ∈ G�, then

‖χB‖WM�,ϕ ≈ 
ϕ(r)

.

Proof The proof is similar to the proof of Lemma . thanks to Lemma .. �

Theorem . ([]) Let � ∈ Y , the functions ϕ and � satisfy the condition (.), then the
maximal operator M is bounded from M�,ϕ(Rn) to WM�,ϕ(Rn).

Theorem . (Weak version of Spanne type result) Let  < α < n and �, � are Young
functions.

. If the functions (�,�) satisfy the condition (.), then the condition (.) is sufficient
for the boundedness of Iα from M�,ϕ (Rn) to WM� ,ϕ (Rn).

. If the function ϕ ∈ G�, then the condition (.) is necessary for the boundedness of Iα
from M�,ϕ (Rn) to WM� ,ϕ (Rn).

. Let the functions (�,�) satisfy the condition (.). If ϕ ∈ G� satisfies the condition
(.), then the condition (.) is necessary and sufficient for the boundedness of Iα from
M�,ϕ (Rn) to WM� ,ϕ (Rn).

Proof The first part of the theorem was proved in [], Theorem .
We shall now prove the second part. Let B = B(x, t) and x ∈ B. By Lemma . we

have tα
 ≤ CIαχB (x). Therefore, by Lemmas . and .

tα
 ≤ C�–(|B|–)‖IαχB‖WL� (B) ≤ Cϕ(t)‖IαχB‖WM� ,ϕ

≤ Cϕ(t)‖χB‖M�,ϕ ≤ C
ϕ(t)
ϕ(t)

.

Since this is true for every t > , we are done.
The third statement of the theorem follows from the first and second parts of the theo-

rem. �

If we take �(t) = tp, �(t) = tq, p, q ∈ [,∞) at Theorem . we get the following new
result for generalized Morrey spaces.

Corollary . Let  < α < n and p, q ∈ [,∞).
. If  ≤ p < n

α
and 

q = 
p – α

n , then the condition (.) is sufficient for the boundedness of
Iα from Mp,ϕ (Rn) to WMq,ϕ (Rn).

. If the function ϕ ∈ Gp, then the condition (.) is necessary for the boundedness of Iα
from Mp,ϕ (Rn) to WMq,ϕ (Rn).
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. Let  ≤ p < n
α

and 
q = 

p – α
n . If ϕ ∈ Gp satisfies the regularity condition (.), then the

condition (.) is necessary and sufficient for the boundedness of Iα from Mp,ϕ (Rn) to
WMq,ϕ (Rn).

Remark . If we take into account Remark . we get the following weak version of the
Spanne result for Morrey spaces.

Corollary . Let  < α < n,  ≤ p < n
α

,  < λ < n – αp and 
q = 

p – α
n . Then Iα is bounded

from Mp,λ(Rn) to WMq,μ(Rn) if and only if λ
p = μ

q .

Theorem . Let � ∈ Y and  < α < n. Let ϕ(x, t) satisfy the conditions (.) and
(.). Define η(x, t) ≡ ϕ(x, t)β and �(t) ≡ �(t/β). Then the operator Iα is bounded from
M�,ϕ(Rn) to WM� ,η(Rn).

Proof By using the inequality (.) we have

‖Iαf ‖WL� (B) �
∥∥(Mf )β

∥∥
WL� (B)‖f ‖–β

M�,ϕ ,

where B = B(x, t). Note that from (.) we get

sup
t>

�

(
tβ

‖Mf ‖β

WL�(B)

)
d(Mf )β

(
tβ

)
= sup

t>
�

(
t

‖Mf ‖WL�(B)

)
dMf (t) ≤ .

Thus ‖(Mf )β‖WL� (B) ≤ ‖Mf ‖β

WL�(B). Consequently by using this inequality we have

‖Iαf ‖WL� (B) � ‖Mf ‖β

WL�(B)‖f ‖–β

M�,ϕ . (.)

From Theorem . and (.), we get

‖Iαf ‖WM� ,η = sup
x∈Rn ,t>

η(x, t)–�–(|B|–)‖Iαf ‖WL� (B)

� ‖f ‖–β

M�,ϕ sup
x∈Rn ,t>

η(x, t)–�–(|B|–)‖Mf ‖β

WL�(B)

= ‖f ‖–β

M�,ϕ

(
sup

x∈Rn ,t>
ϕ(x, t)–�–(|B|–)‖Mf ‖WL�(B)

)β

� ‖f ‖M�,ϕ . �

Theorem . (Weak version of Adams type result) Let  < α < n, � ∈ Y , β ∈ (, ) and
η(t) ≡ ϕ(t)β and �(t) ≡ �(t/β).

. If ϕ(t) satisfies (.), then the condition (.) is sufficient for the boundedness of Iα
from M�,ϕ(Rn) to WM� ,η(Rn).

. If ϕ ∈ G�, then the condition (.) is necessary for the boundedness of Iα from
M�,ϕ(Rn) to WM� ,η(Rn).

. Let ϕ(t) satisfy (.). If ϕ ∈ G� satisfies the regularity condition (.), then the
condition (.) is necessary and sufficient for the boundedness of Iα from M�,ϕ(Rn) to
WM� ,η(Rn).
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Proof The first part of the theorem is a corollary of Theorem ..
We shall now prove the second part. Let B = B(x, t) and x ∈ B. By Lemma . we

have tα
 ≤ CIαχB (x). Therefore, by Lemmas . and .

tα
 ≤ C�–(|B|–)‖IαχB‖WL� (B) ≤ Cη(t)‖IαχB‖WM� ,η

≤ Cη(t)‖χB‖M�,ϕ ≤ C
η(t)
ϕ(t)

= Cϕ(t)β–.

Since this is true for every t > , we are done.
The third statement of the theorem follows from the first and second parts of the theo-

rem. �

If we take �(t) = tp, p ∈ [,∞) and β = p
q with p < q < ∞ at Theorem . we get the

following new result for generalized Morrey spaces.

Corollary . Let  ≤ p < q < ∞.
. If ϕ(t) satisfies (.), then the condition (.) is sufficient for the boundedness of Iα from

Mp,ϕ(Rn) to WMq,ϕ
p
q (Rn).

. If ϕ ∈ Gp, then the condition (.) is necessary for the boundedness of Iα from

Mp,ϕ(Rn) to WMq,ϕ
p
q (Rn).

. If ϕ ∈ Gp satisfies the regularity condition (.), then the condition (.) is necessary

and sufficient for the boundedness of Iα from Mp,ϕ(Rn) to WMq,ϕ
p
q (Rn).

Remark . If we take into account Remark . we get the following weak version of
Adams result for Morrey spaces.

Corollary . Let  < α < n,  ≤ p < q < ∞ and  < λ < n – αp. Then Iα is bounded from
Mp,λ(Rn) to WMq,λ(Rn) if and only if 

p – 
q = α

n–λ
.
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