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Abstract
Several convergent sequences of the lower bounds for the minimum eigenvalue of
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1 Introduction
For a positive integer n, N denotes the set {, , . . . , n}, andR

n×n(Cn×n) denotes the set of all
n × n real (complex) matrices throughout. For A = [aij] ∈ R

n×n, we write A ≥  (A > ) if
all aij ≥  (aij > ), i, j ∈ N . If A ≥  (A > ), we say A is nonnegative (positive, respectively).

Let Zn denote the class of all n × n real matrices all of whose off-diagonal entries are
nonpositive. A matrix A is called a nonsingular M-matrix if A ∈ Zn and the inverse of
A, denoted by A–, is nonnegative. Denote by Mn the set of all n × n nonsingular M-
matrices (see []). If A is a nonsingular M-matrix, then there exists a positive eigenvalue of
A equal to τ (A) = ρ(A–)–, where ρ(A–) is the Perron eigenvalue of the nonnegative ma-
trix A–. It is easy to prove that τ (A) = min{|λ| : λ ∈ σ (A)}, where σ (A) denotes the spec-
trum of A. τ (A) is called the minimum eigenvalue of A (see []). The Perron-Frobenius
theorem tells us that τ (A) is an eigenvalue of A corresponding to a nonnegative eigenvec-
tor x = [x, x, . . . , xn]T . If, in addition, A is irreducible, then τ (A) is simple and x >  (see
[]). If G is the diagonal matrix of an M-matrix A, then the spectral radius of the Jacobi
iterative matrix JA = G–(G – A) of A, denoted by ρ(JA), is less than  (see []).

A matrix A is called reducible if there exists a nonempty proper subset I ⊂ N such that
aij = , ∀i ∈ I , ∀j /∈ I . If A is not reducible, then we call A irreducible (see []).

For two real matrices A = [aij] and B = [bij] of the same size, the Hadamard product of
A and B is defined as the matrix A ◦ B = [aijbij]. If A ∈ Mn and B ≥ , then it is clear that
B ◦ A– ≥  (see []).
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For convenience, we employ the following notations throughout. Let A = [aij] ∈ Mn with
aii �=  for all i ∈ N , and A– = [αij]. For i, j, k ∈ N , j �= i, denote

Ri(A) =
n∑

j=

aij, M = max
i∈N

n∑

j=

αij, M = min
i∈N

n∑

j=

αij; σi =
∑

j �=i |aij|
|aii| ,

σ = max
i∈N

σi, ϕi =


aii –
∑

k �=i |aik|σk
; ri = max

j �=i

{ |aji|
|ajj| –

∑
k �=j,i |ajk|

}
,

mji =
|aji| +

∑
k �=j,i |ajk|ri

|ajj| , hi = max
j �=i

{ |aji|
|ajj|mji –

∑
k �=j,i |ajk|mki

}
,

uji =
|aji| +

∑
k �=j,i |ajk|mkihi

|ajj| , ui = max
j �=i

{uij}.

Recall that A = [aij] ∈ C
n×n is called row diagonally dominant if σi ≤  for all i ∈ N . If

σi < , we say that A is strictly row diagonally dominant. It is well known that a strictly row
diagonally dominant matrix is nonsingular. A is called weakly chained diagonally domi-
nant if σi ≤ , J(A) = {i ∈ N : σi < } �= ∅ and for all i ∈ N/J(A), there exist indices i, i, . . . , ik

in N with ailil+ �= ,  ≤ l ≤ k –, where i = i and ik ∈ J(A). Notice that a strictly diagonally
dominant matrix is also weakly chained diagonally dominant (see []).

Estimating the bounds for the minimum eigenvalue of M-matrices is an interesting sub-
ject in matrix theory, it has important applications in many practical problems (see []),
and various refined bounds can be found in [–]. Hence, it is necessary to estimate the
bounds for τ (A).

In [], Shivakumar et al. obtained the following bounds for τ (A): Let A = [aij] ∈ R
n×n be

a weakly chained diagonally dominant M-matrix, A– = [αij]. Then

min
i∈N

Ri(A) ≤ τ (A) ≤ max
i∈N

Ri(A), τ (A) ≤ min
i∈N

aii and


M
≤ τ (A) ≤ 

M
. ()

Subsequently, Tian and Huang [] provided a lower bound for τ (A) using the spectral
radius of the Jacobi iterative matrix JA of A: Let A = [aij] ∈ Mn and A– = [αij]. Then

τ (A) ≥ 
[ + (n – )ρ(JA)] maxi∈N αii

. ()

Furthermore, when A is a strictly diagonally dominant M-matrix, they presented a lower
bound for τ (A) which depends only on the entries of A: If A = [aij] ∈ Mn is strictly row
diagonally dominant, then

τ (A) ≥ 
[ + (n – )σ ] maxi∈N ϕi

. ()

In , Li et al. [] improved () and (), and they gave the following result: Let A =
[aij] ∈ Mn and A– = [αij]. Then

τ (A) ≥ 
maxi�=j{αii + αjj + [(αii – αjj) + (n – )αiiαjjρ(JA)] 

 }
. ()
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Furthermore, when A is a strictly diagonally dominant M-matrix, they also presented a
lower bound for τ (A) which depends only on the entries of A: If A = [aij] ∈ Mn is strictly
row diagonally dominant, then

τ (A) ≥ 
maxi�=j{ϕi + ϕj + [ϕ

ij + (n – )ϕiϕjσ ] 
 }

, ()

where ϕij = max{ϕi,ϕj} – min{a–
ii , a–

jj }.
In , Wang and Sun [] presented the following result: Let A = [aij] ∈ Mn and A– =

[αij]. Then

τ (A) ≥ 
maxi�=j{αii + αjj + [(αii – αjj) + (n – )αiiαjjuiuj]


 }

. ()

And they gave examples to show that () is better than () and ().
In this paper, we continue to research the problems mentioned above and give some con-

vergent sequences for the lower bounds of the minimum eigenvalue of M-matrices which
improve ()-(). Finally, numerical examples are given to verify the theoretical results.

2 Main results
In this section, we present our main results. First of all, we give some notations and lem-
mas. Let B ≥ , D = diag(bii) and D = diag(dii), where dii =  if bii = ; dii = bii if bii �= .
Denote JB = D–

 (B – D), then ρ(JBT ) = ρ(JB) (see []).
Let A = [aij] ∈R

n×n, aii �= , i ∈ N . For i, j, k ∈ N , j �= i, t = , , . . . , denote

u()
ji = uji, p(t)

ji =
|aji| +

∑
k �=j,i |ajk|u(t–)

ki

|ajj| , p(t)
i = max

j �=i

{
p(t)

ij
}

,

h(t)
i = max

j �=i

{ |aji|
|ajj|p(t)

ji –
∑

k �=j,i |ajk|p(t)
ki

}
, u(t)

ji =
|aji| +

∑
k �=j,i |ajk|p(t)

ki h(t)
i

|ajj| .

Similar to the proof of Lemma , Lemma , and Lemma  in [], we can obtain the
following lemma.

Lemma  If A = [aij] ∈ Mn is strictly row diagonally dominant, then A– = [αij] exists, and
for all i, j ∈ N , j �= i, t = , , . . . ,

(a)  > ri ≥ mji ≥ uji = u()
ji ≥ p()

ji ≥ u()
ji ≥ p()

ji ≥ u()
ji ≥ · · · ≥ p(t)

ji ≥ u(t)
ji ≥ . . . ≥ ;

(b)  ≥ hi ≥ ,  ≥ h(t)
i ≥ ;

(c) αji ≤ p(t)
ji αii;

(d) 
aii

≤ αii ≤ 
aii–

∑
j �=i |aij|p(t)

ji
= φ

(t)
i .

Lemma  [] If A– is a doubly stochastic matrix, then Ae = e, AT e = e, where e =
[, , . . . , ]T .

Lemma  [] Let A, B ∈R
n×n, and let X, Y ∈R

n×n be diagonal matrices. Then

X(A ◦ B)Y = (XAY ) ◦ B = (XA) ◦ (BY ) = (AY ) ◦ (XB) = A ◦ (XBY ).
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Lemma  [] Let A = [aij] ∈ C
n×n and x, x, . . . , xn be positive real numbers. Then all the

eigenvalues of A lie in the region

⋃

i,j∈N ,i�=j

{
z ∈C : |z – aii||z – ajj| ≤

(
xi

∑

k �=i


xk

|aki|
)(

xj
∑

k �=j


xk

|akj|
)}

.

Theorem  Let A = [aij] ∈ Mn, n ≥ , B = [bij] ≥ , and A– = [αij]. Then, for t = , , . . . ,

ρ
(
B ◦ A–) ≤ 


max

i�=j

{
biiαii + bjjαjj +

[
(biiαii – bjjαjj) + p(t)

i p(t)
j αiiαjjdiidjjρ

(JB)
] 


}

= 	t . ()

Proof Since A is an M-matrix, there exists a positive diagonal matrix X, such that X–AX
is a strictly row diagonally dominant M-matrix (see []), and

ρ
(
B ◦ A–) = ρ

(
X–(B ◦ A–)X

)
= ρ

(
B ◦ (

X–AX
)–).

Hence, for convenience and without loss of generality, we assume that A is a strictly diag-
onally dominant matrix.

(a) First, we assume that A and B are irreducible matrices. Since B is nonnegative and
irreducible, and so is JBT . Then there exists a positive vector x = (xi) such that JBT x =
ρ(JBT )x = ρ(JB)x, thus, we obtain

∑
k �=i bkixk = ρ(JB)diixi and

∑
k �=j bkjxk = ρ(JB)djjxj,

i, j ∈ N . Let X = diag(x, x, . . . , xn), then

B̂ = [b̂ij] = XBX– =

⎡

⎢⎢⎢⎢⎣

b
bx

x
· · · bnx

xn
bx

x
b · · · bnx

xn
...

...
. . .

...
bnxn

x
bnxn

x
· · · bnn

⎤

⎥⎥⎥⎥⎦
.

From Lemma , we have B̂ ◦ A– = (XBX–) ◦ A– = X(B ◦ A–)X–. Thus, ρ (̂B ◦ A–) =
ρ(B ◦ A–). Let λ = ρ (̂B ◦ A–), then λ ≥ biiαii, ∀i ∈ N . By Lemma , there are i, j ∈ N , i �= j
such that

|λ – biiαii||λ – bjjαjj| ≤
(

p(t)
i

∑

k �=i


p(t)

k

b̂kiαki

)(
p(t)

j

∑

k �=j


p(t)

k

b̂kjαkj

)
.

Note that

p(t)
i

∑

k �=i


p(t)

k

b̂kiαki ≤ p(t)
i

∑

k �=i


p(t)

k

b̂kip(t)
ki αii ≤ p(t)

i

∑

k �=i


p(t)

k

b̂kip(t)
k αii

= p(t)
i αii

∑

k �=i

b̂ki = p(t)
i αii

∑

k �=i

bkixk

xi
= p(t)

i αiidiiρ(JB).

Similarly, we have p(t)
j

∑
k �=j


p(t)

k
b̂kjαkj = p(t)

j αjjdjjρ(JB). Hence, we obtain

(λ – biiαii)(λ – bjjαjj) ≤ p(t)
i p(t)

j αiiαjjdiidjjρ
(JB). ()
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From (), we have

λ ≤ 

{

biiαii + bjjαjj +
[
(biiαii – bjjαjj) + p(t)

i p(t)
j αiiαjjdiidjjρ

(JB)
] 


}

,

that is,

ρ
(
B ◦ A–) ≤ 


{

biiαii + bjjαjj +
[
(biiαii – bjjαjj) + p(t)

i p(t)
j αiiαjjdiidjjρ

(JB)
] 


}

≤ 


max
i�=j

{
biiαii + bjjαjj +

[
(biiαii – bjjαjj) + p(t)

i p(t)
j αiiαjjdiidjjρ

(JB)
] 


}

.

(b) Now, assume that one of A and B is reducible. It is well known that a matrix in Zn

is a nonsingular M-matrix if and only if all its leading principal minors are positive (see
condition (E) of Theorem .. of []). If we denote by C = [cij] the n × n permutation
matrix with c = c = · · · = cn–,n = cn = , the remaining cij zero, then both A – εC and
B + εC are irreducible matrices for any chosen positive real number ε, sufficiently small
such that all the leading principal minors of both A – εC and B + εC are positive. Now we
substitute A – εC and B + εC for A and B, in the previous case, and then letting ε → , the
result follows by continuity. �

Theorem  The sequence {	t}, t = , , . . . obtained from Theorem  is monotone decreas-
ing with a lower bound ρ(B ◦ A–) and, consequently, is convergent.

Proof By Lemma , we have  > p(t)
ji ≥ p(t+)

ji ≥ , j, i ∈ N , j �= i, t = , , . . . . Then, by the
definition of p(t)

i , it is easy to see that the sequence {p(t)
i } is monotone decreasing, and so

is {	t}. Hence, the sequence {	t} is convergent. �

Theorem  Let A = [aij] ∈ Mn and A– = [αij]. Then, for t = , , . . . ,

τ (A) ≥ 
maxi�=j{αii + αjj + [(αii – αjj) + (n – )p(t)

i p(t)
j αiiαjj]


 }

= ϒt . ()

Proof Let all entries of B in () be . Then bii = , ∀i ∈ N , ρ(JB) = n – . Therefore, by (),
we have

τ (A) =


ρ(A–)
≥ 

maxi�=j{αii + αjj + [(αii – αjj) + (n – )p(t)
i p(t)

j αiiαjj]

 }

.

The proof is completed. �

Similar to the proof of Theorem , we can obtain the following theorem.

Theorem  The sequence {ϒt}, t = , , . . . obtained from Theorem  is monotone increas-
ing with an upper bound τ (A) and, consequently, is convergent.

Remark  We next give a simple comparison between () and (). According to Lemma ,
we know that for all i, j ∈ N , j �= i, t = , , . . . ,  > uji ≥ p(t)

ji ≥ . Furthermore, by the defini-
tions of ui, p(t)

i , we have  > ui ≥ p(t)
i ≥ . Obviously, for t = , , . . . , the bounds in () are

bigger than the bound in ().
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Next, we give lower bounds for τ (A) which depend only on the entries of A when A is a
strictly diagonally dominant M-matrix.

Corollary  If A = [aij] ∈ Mn is strictly diagonally dominant, then for t = , , . . . ,

τ (A) ≥ 
maxi�=j{φ(t)

i + φ
(t)
j + [(φ(t)

ij ) + (n – )p(t)
i p(t)

j φ
(t)
i φ

(t)
j ] 

 }
= �t , ()

where φ
(t)
ij = max{φ(t)

i ,φ(t)
j } – min{a–

ii , a–
jj }.

Proof Let A– = [αij]. Since A ∈ Mn is strictly diagonally dominant, by Lemma , we have

a–
ii ≤ αii ≤ φ

(t)
i , i ∈ N , ()

from which we get

(αii – αjj) ≤ (
max

{
φ

(t)
i ,φ(t)

j
}

– min
{

a–
ii , a–

jj
}) =

(
φ

(t)
ij

). ()

From inequalities (), (), and (), the conclusion follows. �

Corollary  The sequence {�t}, t = , , . . . obtained from Corollary  is monotone increas-
ing with an upper bound τ (A) and, consequently, is convergent.

Theorem  Let A = [aij] ∈ Mn with a = a = · · · = ann, and suppose A– = [αij] is doubly
stochastic. Then, for t = , , . . . ,

ϒt ≥ 
maxi�=j{αii + αjj + [(αii – αjj) + (n – )αiiαjjρ(JA)] 

 }

≥ 
[ + (n – )ρ(JA)] maxi∈N αii

()

and

�t ≥ 
maxi�=j{ϕi + ϕj + [ϕ

ij + (n – )ϕiϕjσ ] 
 }

. ()

Proof Since A– is doubly stochastic, by Lemma , we have |aii| =
∑

k �=i |aik| +  =
∑

k �=i |aki| + . Then for every i ∈ N , ri = maxl �=i{ |ali|
|all |–

∑
k �=l,i |alk | } = maxl �=i{ |ali|

+|ali| } = maxl �=i |ali|
+maxl �=i |ali| .

Since f (x) = x
+x is an increasing function on (, + ∝), we have

ri =
maxl �=i |ali|

 + maxl �=i |ali| ≤
∑

k �=i |aki|
 +

∑
k �=i |aki| =

∑
k �=i |aki|
|aii| =  –


|aii| , i ∈ N .

Furthermore, note that

JA =

⎡

⎢⎢⎢⎢⎣

 – a
a

· · · – an
a

– a
a

 · · · – an
a

...
...

. . .
...

– an
ann

– an
ann

· · · 

⎤

⎥⎥⎥⎥⎦



Zhao and Sang Journal of Inequalities and Applications  (2016) 2016:119 Page 7 of 9

is a nonnegative matrix and
∑

k �=i |aik |
|aii| =  – 

|aii| , i ∈ N . Hence, by the Perron-Frobenius
theorem [], we have ρ(JA) =  – 

|aii| , i ∈ N .
Combining with Lemma , we have, for all i, j ∈ N , j �= i, t = , , . . . ,  > ρ(JA) ≥ ri ≥ uji ≥

p(t)
ji ≥ . By the definitions of ui, p(t)

i , we have

 > ρ(JA) ≥ ri ≥ ui ≥ p(t)
i ≥ , i ∈ N .

Obviously, by inequalities (), (), and Theorem . of [], the inequality () holds. The
inequality () is proved similarly. �

3 Numerical examples
In this section, several numerical examples are given to verify the theoretical results.

Example  Let

A =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

 – – – – – – – – –
–  – – – – –  – –
– –  – – – – – – –
 – –  – – – – – –

– – – –  – – – – –
– – – – –  – – – –
– –  –  –  – – –
– – – – – – –  – –
– – – – – – – –  –
– – – – – – – – – .

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

It is easy to verify that A is a nonsingular M-matrix, but it is not weakly chained diagonally
dominant. Hence inequality () cannot be used to estimate the lower bounds of τ (A). Nu-
merical results obtained from Theorem . of [], Theorem . of [], Theorem  of [],
and Theorem , i.e., inequalities (), (), (), and (), respectively, are given in Table  for
the total number of iterations T = . In fact, τ (A) = ..

Table 1 The lower upper of τ (A)

Method t ϒt

Theorem 3.1 of [4] 0.71954029
Theorem 4 of [6] 0.72233354
Theorem 4.1 of [5] 0.72599653
Theorem 3 t = 1 0.73796896

t = 2 0.78701144
t = 3 0.81231875
t = 4 0.82309382
t = 5 0.82885000
t = 6 0.83191772
t = 7 0.83355094
t = 8 0.83442012
t = 9 0.83488269
t = 10 0.83512891
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Table 2 The lower upper of τ (A)

Method t �t

Theorem 4.1 of [3] 0.10000000
Corollary 3.4 of [4] 0.12651607
Corollary 4.4 of [5] 0.15589448
Corollary 1 t = 1 0.62192050

t = 2 0.80351392
t = 3 0.90177936
t = 4 0.95648966
t = 5 0.98380481
t = 6 0.99943436
t = 7 1.00847717
t = 8 1.01247467
t = 9 1.01419855
t = 10 1.01473510

Example  Let

A =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

 – – – – – – – – –
–  – –  –  – – –
– –  – – – – – – –
– – –  – – – –  –
– – – –  – – – – –
– – – – –  – – – –
– – – – – –  – – –
– – – – – –   – –
– – – – – – – –  –
– – – – – – – – – .

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Since A ∈ Zn is strictly row diagonally dominant, it is easy to see that A is a nonsingu-
lar M-matrix. Numerical results obtained from Theorem . of [], Corollary . of [],
Corollary . of [], and Corollary , i.e., inequalities (), (), (), and (), respectively, are
given in Table  for the total number of iterations T = . In fact, τ (A) = ..

Remark  Numerical results in Table  and Table  show that:
(a) Lower bounds obtained from Theorem  and Corollary  are bigger than these

corresponding bounds in [–].
(b) These sequences obtained from Theorem  and Corollary  are monotone

increasing.
(c) These sequences obtained from Theorem  and Corollary  approximates effectively

the true value of τ (A).

Example  Let A = [aij] ∈ R
×, where aii = , i ∈ N ; aij = –, i, j ∈ N , i �= j. It is easy to

know that A is a nonsingular M-matrix and A– is doubly stochastic. By Theorem  for
T = , we have τ (A) ≥  when t = . In fact, τ (A) = .

Remark  Numerical results in Example  show that the lower bounds obtained from
Theorem  could reach the true value of τ (A) in some cases.



Zhao and Sang Journal of Inequalities and Applications  (2016) 2016:119 Page 9 of 9

4 Further work
In this paper, we present several convergent sequences to approximate τ (A). Then an in-
teresting problem is how accurately these bounds can be computed. At present, it is very
difficult for the authors to give the error analysis. We will continue to study this problem
in the future.
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