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Abstract

The nullity of a graph G, denoted by 1(G), is the multiplicity of the eigenvalue zero of
its adjacency matrix. In this paper, we determine all graphs with

n(G) = n(G) - 2m(G) - c(G), where ¢c(G) = e(G) - n(G) + w(G), and n(G), e(G), M(G), and
w(G) are the vertex number, edge number, matching number, and the number of
connected components of G, respectively.
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1 Introduction

All graphs considered in this paper are finite, undirected, and simple. Let G be a graph
of order #(G) and size e(G). The adjacency matrix of G, denoted by A(G) = (@) ,xn, is the
n x n matrix such that a;; = 1 if vertices v; and v; are adjacent and a;; = 0 otherwise, i,/ =
1,...,n. The rank of a graph G, denoted by r(G), is the rank of its adjacency matrix A(G).
The multiplicity of the eigenvalue zero of A(G) is called the nullity of G and is denoted
by 1n(G). It is obvious that (G) = n(G) — r(G). The graph G is called singular if n(G) > 0
and called nonsingular if 7(G) = 0. Collatz and Sinogowitz [1] first raised the problem of
characterizing all singular or nonsingular graphs. This problem is hard to be solved. The
nullity is relevant to the rank of symmetric matrices described by graphs. On the other
hand, the nullity has strong chemical background. A singular bipartite graph expresses the
chemical instability of the molecule corresponding to the bipartite graph. Due to all these
reasons, the nullity aroused the interest of many mathematicians and chemists. The topics
on the nullity of graphs includes the computing nullity, the nullity distribution, bounds
on nullity, characterization of graphs with certain nullity, and so on. For some particular
classes of graphs, some preliminary results about nullity have been released [2-14].

It is known that 0 < 1(G) < n(G) — 2 if G is a graph of order n(G) containing at least one
edge [15]. Cheng and Liu [2] characterized all graphs with nullity #(G) — 2 and n(G) - 3.
Chang et al. [3, 4] characterized all graphs of ranks 4 and 5 (i.e., with nullity n(G) — 4 and
n(G) — 5). Along this way, Zhu et al. [14] gave the characterization of the unicyclic graphs
with nullity #(G) — 6 and n(G) — 7. Li et al. [10] characterized two kinds of bicyclic graphs
with n(G) — 6, whereas the entire characterization of graphs with nullity n(G) - 6, n(G) -7,
etc. is still unfinished.
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A matching in a graph G is a set of pairwise nonadjacent edges. A maximum matching
is one that contains as many edges of G as possible. The matching number of G, denoted
by m(G), is the size of a maximum matching in G. Let ¢(G) = e(G) — n(G) + w(G), where
®(G) is the number of connected components of G. Wang and Wong [16] obtained the

following bounds of the matching number.
Theorem 1.1 ([16]) Let G be a graph of rank r(G). Then

7(G) - ¢(G)
R

< m(G) < \f(G) + ZC(G)J'

2

Since 1n(G) = n(G) — r(G), this theorem can be equivalently rewritten in the following
form in terms of the nullity of G.

Theorem 1.2 Let G be a graph with nullity n(G). Then
n(G) - 2m(G) — ¢(G) < n(G) < n(G) - 2m(G) + 2¢(G).

Recently, Song et al. [12] characterized all graphs attaining the upper bound, that is, the
graphs with nullity n(G) = n(G) — 2m(G) + 2¢(G).

Theorem 1.3 ([12]) For any graph G, n(G) = n(G) — 2m(G) + 2¢(G) if and only if the fol-
lowing three conditions are all satisfied:
(1) All cycles of G are pairwise vertex-disjoint.
(2) The length of each cycle of G is a multiple of 4.
(3) m(Tg) =m(Tg — Wg), where Tg is obtained from G by contracting each cycle into a
vertex, and W consists of new vertices obtained by contracting each cycle of G.

Motivated by the works mentioned, in this paper, we characterize all graphs G with
nullity 7(G) = n(G) — 2m(G) — ¢(G). The main result is as follows.

Theorem 1.4 For any graph G, n(G) = n(G) — 2m(G) — c(G) if and only if the following
three conditions are all satisfied:

(a) Cycles of G (if any) are pairwise vertex-disjoint.

(b) Each cycle of G (if any) is odd cycle.

(c) m(Tg) = m(Tg — We).

2 Preliminaries
Let G be a graph with vertex set V(G). We denote by G — U the graph obtained from G by
removing the vertices in U together with all incident edges, where U C V(G). Especially,
when U = {x}, we write G — U simply as G — x. Sometimes we use the notation G — G;
instead of G — V(G;) when G is an induced subgraph of G. If G; is an induced subgraph
of G and « is a vertex not in G;, we write the subgraph of G induced by V(G;) U {x} simply
as G; +«x.

Let C, and P, be the cycle and path on # vertices, respectively. Let B(/, x, k) be the graph
shown in Figure 1, which is obtained from two vertex-disjoint cycles C; and Cj by connect-
ing v; € V(C)) and v, € V(Cy) with a path P, of length x, where [,k > 3 and x > 1 (when
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Figure 1 B(l,x,k) and (I, x, k).

OO

x =1, it means that we identify v; and v,). Let 6(/,x, k) be the graph shown in Figure 1,

which is the union of three internally disjoint paths Py, Py,1, and Px,; of lengths /, , &,
respectively, with common end vertices, where [, x, k > 1, and at most one of them is 1.

The degree of a vertex v in G, denoted by dg(v), is the number of edges incident to the
vertex. A vertex is called a pendant vertex if its degree is 1. A lollipop is a graph obtained
by identifying a vertex on a cycle and an end vertex on a path. The following is a list of
known results about nullity that we will need in the proofs.

Lemma 2.1 ([17]) Let G= G U Gy U ---U G, where Gy, G, ..., G, are connected compo-
nents of G. Then

Lemma 2.2 ([17]) Let G be a graph containing a pendant vertex, and let H be the induced
subgraph of G obtained by deleting the pendant vertex together with the vertex adjacent to
it. Then n(G) = n(H).

Lemma 2.3 ([15])

1, misodd, 2, nisa multiple of 4,
n(Py) = . n(Cy) = , f
0, niseven; 0 otherwise.

Lemma 2.4 ([15]) For any vertex x of graph G, n(G) =1 < n(G —x) < n(G) + 1.

Lemma 2.5 ([7]) Let x be a cut-vertex of a graph G, and Gy be a component of G — x. If
n(G1) = n(Gy +x) -1, then n(G) = n(G1) + n(G - Gy).

Lemma 2.6 ([12]) Let G be a graph with at least one cycle. Then the cycles of G are pairwise
vertex-disjoint if and only if for any vertex u of G that lies on a cycle, c¢(G — u) = ¢(G) — 1.

Lemma 2.7 ([12]) Let u be a pendant vertex of a graph G, and v be the vertex adjacent
to u. Denote Gy = G — {u,v}. Then, m(Tg) = m(Tg — Wg) if and only if v does not lie on a
cycle and m(Tg,) = m(Tg, — Wg,).

Lemma 2.8 ([15]) For every acyclic graph F with at least one vertex,
n(F) = n(F) - 2m(F).
For convenience, hereafter in this paper, we say a graph G satisfies the minimal nullity
condition if n(G) = n(G) — 2m(G) — ¢(G). For acyclic graph F, since ¢(F) = 0, it follows

from Lemma 2.8 that every acyclic graph satisfies the minimal nullity condition. For a
connected graph G, when ¢(G) = 1, G must be a unicyclic graph (a connected graph with
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equal number of vertices and edges). Guo et al. [8] characterized all unicyclic graphs that
satisfy the minimal nullity condition.

Lemma 2.9 ([8]) Let G be a unicyclic graph, and let C; be the unique cycle of G of length I.
Then 1n(G) = n(G) - 2m(G) — 1 if and only if | is odd and m(G) = 1’71 +m(G - C)).

The next lemma follows immediately from Lemma 2.9.
Lemma 2.10 Among all cycles, only odd cycles satisfy the minimal nullity condition.

Lemma 2.11 Let u be a pendant vertex of a graph G and v be the vertex adjacent to u.
Denote G—{u,v} by Go. Then, G satisfies the minimal nullity condition if and only if v does
not lie on a cycle of G and G satisfies the minimal nullity condition.

Proof By Lemma 2.2, we know that n(Gy) = n(G). Clearly, m(Gy) = m(G) — 1.
‘<’ Since v does not lie on a cycle of G, we have ¢(Gy) = c(G). Moreover, G satisfies the
minimal nullity condition, then we have
n(G) = n(Go) = n(Go) — 2m(Go) - c(Go)
= (n(G) - 2) - 2(m(G) - 1) - (@)
=n(G) - 2m(G) — ¢(G),
which means that G satisfies the minimal nullity condition.
‘=’ If vlies on a cycle, then we have ¢(Gy) < ¢(G) —1. Since G satisfies the minimal nullity
condition, we have
n(Go) = n(G) = n(G) - 2m(G) - ¢(G)
< (n(Go) +2) —2(m(Go) +1) — (c(Go) +1)
=n(Go) - 2m(Go) — c(Go) - 1,
which is contradict with n(Gp) > n(Go) — 2m(Go) — c¢(Gp). Therefore, v does not lie on any
cycle of G, then ¢(Gy) = c(G). We have
n(Go) = n(G) = n(G) - 2m(G) - ¢(G)
= (n(Go) +2) = 2(m(Gy) +1) - ¢(Gy)
=n(Go) - 2m(Go) - ¢(Go) < n(Go),

which means that G satisfies the minimal nullity condition. O

Lemma 2.12 Let G be a graph with at least one cycle. Suppose that all cycles of G are
pairwise vertex-disjoint and each cycle of G is odd. Then m(Tg) = m(Tg — Wg) if and only

ifm(G) =3 cegm(C) +m(G - Uceg O)-

Proof Let Cy,...,Cqyg) be all cycles of G. Suppose that G — Ufi(f) C; has g connected
components, say Hj,...,H,. Then H,,...,H, are also all components of T — W since
To-Ws=G-U9C.
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Fork =1,...,q, we can obtain the subgraph Hy in T¢ induced by V(Hy) and its all neigh-
bor vertices. In G, we also can obtain the subgraph A} induced by V(Hy) and its all neigh-
bor vertices. There is at most one edge between V(Hy) and V(C;) since Hy is connected
and the cycles of G are pairwise vertex-disjoint. Therefore, for each k, the graphs Hj and
I:[k are isomorphic.

‘=" Since m(Tg) = m(Tg — Wg) and m(Tg — Wg) = ZZ=1 m(Hy), we have m(Tg) =
Y7 m(H). Let My be a maximum matching of Tg. Then |Mr| = Y_7_ m(Hy), which
implies that m(Hy) = m(Hy) for k =1,...,q. Otherwise, there is ko € {1,...,¢} such that
m(Hy,) < m(I:IkO). Then we can easily get the matching M/ of T obtained from My by re-
placing the maximum matching of Hy, by the maximum matching of Hy,. Then we have

’M’T| = m(Hy,) + Z m(Hy)
k+ko

> m(Hy,) + Z m(Hy)
ko

= |MT|7

which leads to a contradiction. Thus, m(Hy) = m(H,), k = 1,...,q, since H; and Hy are
isomorphic.
Let M be a maximum matching of G. Then we have

«(G) q
M| =3 |MAEC)| + > |MNEH)
i=1 k=1

c(G) q
<> m(C)+ Y mlFL).
i=1 k=1

On the other hand, |M| = m(G) > Y59 m(C) + Y1 m(Hy). Since Y 1, m(Hy) =
7 m(Hy), we then have

c(G) q
M| =Y "m(C)+ Y m(H)
i=1 k=1

c(G) (G
= Zm(Ci) + m(G— U Ci>.
i=1 i=1

‘<" From m(G) = Y ccgm(C) + m(G — Ugeg C) we have m(G) = fo) m(C;) +
-1 m(Hy). Let M be a maximum matching of G. Then |M| = fo) m(Cy) + > 1, m(Hy).

Assume to the contrary that m(Tg) # m(Tg — Wg). Then m(Ts) > m(Tg — Wg). Since
m(Tg — Wg) = ZZ:l m(Hy), we have m(Tg) > ZZ=1 m(Hy). It means that there is ko €
{1,...,q} such that m(I:IkO) > m(Hy,). Since I:Iko and ]:[ko are isomorphic, we have m(]:IkO) =
m(Fy,) > m(Hy,).

Since there is at most one edge between V' (Hy,) and V(C;) (i =1,...,¢(G)), without loss
of generality, we can assume that for i = 1,..., x, there is exactly one edge between V' (Hy,)
and V(C;). Let v; € V(C;) (i = 1,...,%) be the unique vertex adjacent to Hy,. Then we have
the matching M’ of G which obtained from M by replacing the maximum matching of Hy,
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by the maximum matching of 1:11(0 and by adjusting the maximum matching of each C; to

the one without covering the vertex v;, i = 1,...,x. Then,

x «(G)
M| = m(Hy,) + Y m(Hg) + Y m(C)+ Y m(C)
k+#ko i=1 i=x+1
c(G)
> m(Hy,) + Z m(Hy) + Zm(C,-) (".each C; is an odd cycle)
k+ko i=1
q (@)
=D m(H) + ) m(C)
k=1 i=1
= |M|!
which leads to a contradiction. O

3 Main results
Proposition 3.1 Let G be a connected graph without pendant vertices, and c¢(G) > 2. Then

G does not satisfy the minimal nullity condition.

Proof Since ¢(G) > 2, there are at least two different cycles in G. We distinguish the fol-
lowing two cases.

Case 1. There exists a vertex u on a cycle such that ¢(G — u) < ¢(G) - 3.

If G satisfies the minimal nullity condition, then we have

1(G) = n(G) - 2m(G) - c(G)
< [n(G —u)+ 1] —2m(G —u) — [C(G —u)+ 3] ( m(G—u) < m(G))
<n(G-u)-2m(G-u)—c(G-u)-2

<n(G-u)-2 (by Theorem 1.2).

By Lemma 2.4 we know that n(G) > n(G — u) — 1, a contradiction.
Case 2. For any vertex u on a cycle, ¢(G — u) > ¢(G) - 2.

We first prove the following claim.

Claim Let G be a connected graph without pendant vertices. Suppose that for any vertex
uonacycle of G, c(G — u) > ¢(G) — 2 (¢(G) > 2). Then there are at most c(G) — 1 vertices of

G not covered by its maximum matching.

In fact, if a vertex u lies on a cycle of G, then ¢(G — u) < ¢(G) — 1. We distinguish the
following two cases.

Case a. For any vertex u that lies on a cycle of G, ¢(G — u) = ¢(G) - 1.

By Lemma 2.6 all cycles of G are pairwise vertex-disjoint in this case. By induction on
¢(G), when ¢(G) =2, G becomes B(/,x, k) (x > 2). Since B(l,x, k) (x > 2) has a path as its
spanning subgraph, there is at most 1 = ¢(G) —1 vertex not covered by its maximum match-

ing.
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We assume that the claim holds for a connected graph G without pendant vertices and
¢(G) <l and all cycles of G are pairwise vertex-disjoint. Then we consider the case ¢(G) =/
(I>2).

Since all cycles of G are pairwise vertex-disjoint, there must exist a subgraph G; that is
alollipop graph such that G — G; is a graph without pendant vertices. The cycles of G — G;
are also pairwise vertex-disjoint since it is a subgraph of G. Clearly, ¢(G — G;) = ¢(G) -1 =
[ -1 <. By the induction assumption there are at most ¢(G — G;) — 1 vertices of G — G; not
covered by the maximum matching of G — G;. It is easy to see that in the lollipop graph G;,
there is at most one vertex not covered by the maximum matching of G;. Then, there are
at most ¢(G — G1) — 1 +1 = ¢(G) — 1 vertices of G not covered by its maximum matching.

Caseb. There is a vertex u that lies on a cycle of G such that ¢(G — u) = ¢(G) — 2. Similarly
to Case a, by induction on ¢(G), when ¢(G) = 2, G becomes B(/,1,k) or 6(/,x,k). Since
B(1,1,k) and 6(l,x, k) have a path as their spanning subgraph, there is at most 1 = ¢(G) — 1
vertex not covered by their maximum matchings.

We assume that the claim holds for a connected graph G without pendant vertices and
¢(G) < [ and there is a vertex u that lies on a cycle of G such that ¢(G — u) = ¢(G) — 2. It is
suffices to prove the claim in the case ¢(G) = (I > 2).

Suppose that G — u has p connected components, say Hy, H», ..., Hp. Let n(H;) and e(H,)
be the number of vertices and size of H;, i = 1,2,...,p, respectively. Obviously,

p )4

n(G)=Y nH)+1,  e(G)=y_e(H,)+dc(u),

i=1 i=1
c(H;) =e(H;) —n(H;) +1,  ¢(G)=e(G)-n(G) +1,

P
o(G-u)=_ c(H).

i=1

For each H;, we have c(H;) < ¢(G), i =1,...,p. Moreover, we have dg(u) = p + 2. In fact,

p
de(u) = e(G) - ) _ e(H;)

i=1 i=1 i=1
p p p
= (e(H) - n(H) +1) +2+ Y n(H;) =Y e(H;)
i=1 i=1 i=1
» p p 14
= e(Hi)_Zn(Hi)+p+2+Zn(Hi)_Ze(Hi)
i=1 i=1 i=1 i=1
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Figure2 G’ and G”.

Thus, by the incident relation between u and H;, G must be isomorphic to one of the two
graphs shown in Figure 2.

Now, if G is the graph G’ shown in Figure 2, then we distinguish the following two cases.

Case b.1. Each component H; has no pendant vertices, i =1,2,...,p.

Now assume thatfori=1,...,s,c(H;) =landfori=s+1,...,p,c(H;) > 2. Then ¢(G-u) =

P LC(H) = s+ c(Hgy) + - + c(H,). When i € {1,...,s}, since c(H;) = 1, H; is a cycle and
there is at most one vertex not covered by a maximum matching of H;; when i € {s +
1,...,p}, since c(H;) > 2, by the induction assumption there are at most ¢(H;) — 1 vertices
not covered by a maximum matching of H;. Let V; be a set of the vertices that are not be
covered by a maximum matching of G. Then

|Vl|§1_+ C(Hs+1)_1)+"‘+(C(Hp)_1)+|{u}|

o+ 1
——
s

=s+c(Hg)+--+c(Hy)—(p—5)+1
=c(G)-(p-9-1 (c(@=c(G-u)+2=s+c(Hg)+- - +c(H,) +2)

<c(G)-1 (-p=s).

Thus, there are at most ¢(G) — 1 vertices not overed by a maximum matching of G.
Case b.2. There exists a component, say H;, (io € {1,2,...,p}) that has a pendant vertex.

Let v; be the pendant vertex of H;,, and P, be a path in H;, such that v, is its

1V2°+VaVisl
end vertex and dg(v) = - - - = dg(vx) = 2, dg(ve) > 2. Clearly, v; is an adjacent vertex of u.

When iy = 1, by removing the path P, ,,..,, from G the resulting graph G — P,,,...,,, is
a graph without pendant vertex with ¢(G — P,,,...,,) < ¢(G). By the induction assumption
there are at most ¢(G — Py, ,...,,) — 1 vertices not covered by a maximum matching of G —
Py y,...,. Recall that there is at most one vertex not covered by a maximum matching of
the path P,,,...,,. Therefore, there are at most ¢(G — Py, ,...,,) -1 +1 < ¢(G) — 1 vertices not
covered by a maximum matching of G.

When i € {2,...,p}, by removing the path P, ,,..,, from G the resulting graph G -
Pyy,..v, is a graph without pendant vertex, whereas ¢(G — P,,y,...,) = ¢(G). It is obvious
that G — P,,,...,, has exactly two components, say G; and G,, both without pendant ver-
tices and with ¢(G;) < ¢(G), i =1,2.

If ¢(G;) > 2, i =1,2, by the induction assumption there are at most ¢(G;) — 1 vertices not
covered by a maximum matching of G;, respectively. Since there is at most one vertex not
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covered by a maximum matching of P,,,,...,,, there are at most ¢(G;) -1+ ¢(G,) —1+1=
¢(G) — 1 vertices not covered by a maximum matching of G.

If there is one of G;, say Gj, with ¢(G;) =1, then P,,,...,, + G; (the subgraph induced
by v1,vy,...,v, and V(Gy)) is a lollipop graph. Therefore, there is at most one vertex not
covered by a maximum matching of P,,,...,, + Gi. Since ¢(G) > 3, we have ¢(G,) > 2. By
the induction assumption there are at most ¢(G,) — 1 vertices not covered by a maximum
matching of G,. Thus, there are at most ¢(G;) — 1 + 1 = ¢(G) — 1 vertices not covered by a
maximum matching of G.

In a similar way, we can prove the claim when G is the graph G” shown in Figure 2.

By the previous claim, if G satisfies the minimal nullity condition, then we have

n(G) = n(G) - 2m(G) - c(G)
<c(G)-1-¢(G) =-1,

a contradiction. This completes the proof of the lemma. O

By Proposition 3.1 we have that if a connected graph G with ¢(G) > 2 satisfies the mini-
mal nullity condition, then G must have a pendant vertex.
We are now ready to prove Theorem 1.4.

Proof 1t suffices to prove the theorem for the case where G is connected.

‘=’ Let G be a connected graph that satisfies the minimal nullity condition.

When ¢(G) =0, G is a tree. Then (a), (b), and (c) hold trivially.

When ¢(G) =1, G is a unicyclic graph. Let C; be the unique cycle of G of length /. By
Lemma 2.9, C;is an odd cycle, and m(G) = 1’71 +m(G - Cj). Thus, (a) and (b) hold obviously.
Moreover, since m(C)) = 1_71 and m(G - C;) = m(Tg —v¢,), we have m(G) = m(C)) + m(Tg -
vc,). By Lemma 2.12, m(Tg) = m(Tg - v¢,). Thus, (c) holds.

It remains to prove (a), (b), and (c) for G when ¢(G) > 2.

Assume that G is a connected graph with ¢(G) > 2 that satisfies the minimal nullity
condition. By Proposition 3.1, G must have a pendant vertex. Let # be a pendant vertex
of G. It follows from Lemma 2.11 that the adjacent vertex v of u does not lie on a cycle
of G, and by removing these two vertices # and v the resulting graph Gy also satisfies the
minimal nullity condition. Clearly, ¢(G) = c(Gp) > 2.

Let H, Hy, ..., H, be the connected components of Gy. Then each H;,i = 1,..., p, satisfies
the minimal nullity condition. Without loss of generality, we assume that for i € {1,...,s},
¢(H;) <landforie{s+1,...,p}, c(H;) > 2. By Proposition 3.1, for i € {s+1,..., p}, each H;
must have a pendant vertex, and by Lemma 2.11 the adjacent vertex of each pendant vertex
does not lie on a cycle of H;. By removing a pendant vertex of H; and its adjacent vertex the
resulting graph also satisfies the minimal nullity condition. For a connected component
with ¢ > 2 that satisfies the minimal nullity condition, there must be a pendant vertex,
and its adjacent vertex does not lie on a cycle. Then we can repeatedly remove a pendant
vertex of H;, i € {s+1,...,p}, and its adjacent vertex until all connected components of the
resulting graph has ¢ < 1. Continuing in a similar way, we can remove a pendant vertex
and its adjacent vertex repeatedly until all connected components of the resulting graph
do not contain pendant vertices. It is obvious that the final resulting graph, say G*, consists
only of cycles and isolated vertices. Furthermore, G* satisfies the minimal nullity condition



Rula et al. Journal of Inequalities and Applications (2016) 2016:71 Page 10 0of 13

and keeps ¢(G*) = ¢(G). It follows from Lemma 2.10 that G* is the disjoint union of ¢(G)
odd cycles, say Cy, Cy, ..., Cyq), and some isolated vertices. Therefore, the cycles of G are
pairwise vertex-disjoint, and each cycle is odd. Thus, (a) and (b) hold.

On the other hand, since in each step we just remove a pendant vertex and its adjacent
vertex, we have m(G) = Zfi? m(C;) + m(G - Uff) V(C))). Thus, by Lemma 2.12 we have
m(Tg) = m(Tg — Wg), and thus (c) holds.

‘<’ Let G be a connected graph satisfying (a), (b), and (c). We deal with the sufficient
part of the proof by induction on ¢(G). When ¢(G) = 0, G is a tree. Then, by Lemma 2.8,
the result is trivial. When ¢(G) = 1, G is a unicyclic graph. Let C; be the unique cycle of
G of length [. Then C; is an odd cycle, and m(T) = m(Tg — v¢,). By Lemma 2.12 we have
m(G) =m(C) + m(Tg —vc,) = 1_71 +m(G — Cj). Furthermore, by Lemma 2.9, 1(G) = n(G) —
2m(G) — ¢(G) in this case.

We assume that the result holds when ¢(G) < I. Now we consider the case ¢(G) = [ (I > 2).

Since cycles of G are pairwise vertex-disjoint, there exists a cycle C in G such that all
cycles of G — C lie in the same component, say Hj, of G — C, and the other components
of G- C,say H; (i =2,...,p), are trees. Moreover, n(H;) > 2 (i = 2,...,p). If not, there is
io € {2,...,p} such that n(H;,) = 1, which means that there is a pendant vertex of G such
that its adjacent vertex lies on C. But this contradicts Lemma 2.7 because (c) holds for G
if and only if the adjacent vertex of any pendant vertex does not lie on a cycle.

If p > 2, then let u be a pendant vertex of G that belongs to fzz V(H;), and let v be
its adjacent vertex. Denote by G, the graph obtained from G by removing u and v. By
Lemma 2.7, v does not lie on a cycle of G, and (c) also holds for Gy. Repeating this opera-
tion, after a finite number of steps, we can obtain a graph G* that is a disjoint union of a
connected component G; induced by V(C) U V(H;) and some acyclic graphs. Obviously,
(c) also holds for G*.

Since G is a connected graph and all cycles are pairwise vertex-disjoint, there is exactly
one edge between C and H; in G*. Let «xy is the unique edge between C and H;, where
x € V(C) and y € V(H;). Note that (c) holds for the graph G* if and only if (c) also holds for
its each connected component. Therefore, (c) holds for Gy, thatis, m(Tg,) = m(Tg, — Wg,).
Certainly, (a) and (b) hold for G; since it is a subgraph of G. Moreover, both H; +x and H;
also satisfy (a) and (b) since they are subgraphs of G;. Now let us show that (c) also holds
for H; + x and Hj, that is,

(1) m(Thysx) = M(Thy 1 — Whyax)-

In fact, We have m(Tg,) = m(Th,+x) since Tg, = Thy 1y, and Wg, = Wi 1x U {vc}, where
vc is the vertex in Wg, contracted from the cycle C. Since m(Tg,) = m(Tg, — Wg,), we

have

m(TH1+x) = m(TH1+x - (WH1+x ) {VC}))
= m(TH1+x - WH1+x - VC)

= m(TH1+x - WH}HC)'

On the other hand, it is clear that m(Ty,4x) > m(Th,4x — Why+a). Therefore, m(Th,.x) =

m(TH1+x - WH1+x)'
(2) m(THl) = m(THl - WH1)~
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In fact, T, canbe regarded as the graph induced by V(T%,) and the vertex v¢. Therefore,
T, = Th, + ve and Wg, = Wy, U {vc}. Since (c) holds for G;, we have m(Tg,) = m(Tg, —
WGI)' ThllS,

WI(TH1 + Vc) = WI(TH1 +Vc— (WHl U {Vc}))
= m(TH1 - WHl)

=< m(THl)'

Clearly, m(Ty, +vc) = m(Th,). Then we have m(Ty; +ve) = m(Ty;). The previous deriva-
tion forces the last inequality involved to become an equality. Thus, m(T;) = m(Th, —
WHI).

Since ¢(Hy + x) < ¢(G1) = ¢(G) (respectively, c(H:) < ¢(G1) = ¢(G)), by the induction as-
sumption, H; + x (respectively, H;) satisfies the minimal nullity condition, that is, n(H; +
x) = n(Hy +x) = 2m(H, + x) — c(Hy + x) and n(H;) = n(Hy) — 2m(Hy) — ¢(H,).

It follows from (1) and (2) that m(Ty,.x) = m(Tg) = m(Ty, + ve) = m(Ty), that is,
M(Thy1x) = m(Thy). Since m(Tyyx) = M(Thyvw — W) and m(Thy) = m(Ty, — Wiy),
by Lemma 2.12 we have m(H; + x) = ZC€H1+x m(C) + m(Tyx — Whysx) and m(H,) =
ZCGHI m(C) + m(Ty, — Wyy). Then,

m(Hy +x)= Y m(C)+ m(Thy s — Wiy 1)
CeHy+x

= > m(C)+m(Th.y)

CeHy+x

=Y m(C) +m(Tw,)

CeHp

= m(C) + m(Tu, - Why)

CeHy

= m(Hl)!

that is, m(H; + x) = m(H,). Furthermore, since both H; + x and H; satisfy the minimal

nullity condition, we have
n(Hy +x) = n(Hy + x) — 2m(H; + x) — c(H; + x)

= (n(Hh) +1) = 2m(H) - c(H))

=n(H) +1.
Then by Lemma 2.5 we have

n(G1) = n(Hy) + n(Gy — Hy)
= n(H,) - 2m(H,) — c(H;) + n(C)
= (n(Gl) - n(C)) - 2(m(G) - m(C)) - (c(Gl) - 1) +0

= n(Gl) - 2Wl(G1) - C(Gl),
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that is, G; satisfies the minimal nullity condition. On the other hand, each acyclic graph
satisfies the minimal nullity condition. Then G* also satisfies the minimal nullity condition.
It follows from Lemma 2.11 that G satisfies the minimal nullity condition since G* does.
The proof is completed. O

Proposition 3.2 Let G be a graph with at least one cycle. If G satisfies the minimal nullity
condition, then for any vertex u that lies on a cycle of G, we have that G — u also satisfies
the minimal nullity condition and n(G - u) = n(G).

Proof 1t suffices to prove the result for the case where G is connected. Let G be a con-
nected graph satisfying the minimal nullity condition. By Theorem 1.4 all cycles of G, say
C1, Cy,. .., Cy), are pairwise vertex-disjoint, and each C; (i = 1,...,¢(G)) is an odd cycle.
Let u be any vertex that lies on a cycle of G, say C;, (i € {1,...,¢(G)}). Since G satisfies
the minimal nullity condition, by Theorem 1.4 we have m(Tg) = m(Tg — Wg). Then by
Lemma 2.12 we have

c(G) c(G)
m(G) =Y m(C) + m(G -U C,»)

i=1 i=1

= Z m(C;) + m(Cy,) + m((G —u)— U C—(Cy - u))

itip i#io

=Y m(C)+m(Cyy) + m((G ~u)-J cl-> —m(C;y — u)
itig i#io

=Y m(C) + m<(G— w-J Ci)
i#io iio

= Y mC)+ m((G— w- G)
Ciin G-u C;in G-u

<m(G - u).

However, m(G) > m(G — u). Thus, we have m(G) = m(G — u). Furthermore,

m(G—u) = Z m(C,-)+m<(G—u)— U C,»).

Ciin G-u Ciin G-u

By Lemma 2.12 we have m(Tg_,) = m(Tg_, — Wg-,), that is, G — u satisfies (c) of Theo-
rem 1.4. Moreover, G — u also satisfies both (a) and (b) of Theorem 1.4 since G — u is a
subgraph of G. So G — u satisfies the minimal nullity condition. Then we have
1(G) = n(G) - 2m(G) - c(G)
= [n(G —u)+ 1] —2m(G —u) — [c(G —u)+ 1] ( m(G—u) = m(G))
=n(G-u)-2m(G-u)—c(G-u)

= U(G - l/l),

and the proof is completed. g
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4 Conclusions

All graphs G with 1(G) = n(G) — 2m(G) — ¢(G) are completely characterized. This means
that we can easily obtain the nullity n(G) of each of those graphs from its order n(G),
matching number m(G), and elementary cyclic number ¢(G), and, thus, we can know
whether the graph is singular or not.
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