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#### Abstract

In this paper, we get crucial estimates of fundamental sums that involve the number of closed orbits of the Dyck shift. These estimates are given as the prime orbit theorem, Mertens' orbit theorem, Meissel's orbit theorem and Dirichlet series. Different and more direct methods are used in the proofs without any complicated theoretical discussions.
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## 1 Introduction

In number theory, the prime-counting function that gives the number of primes less than or equal to $x$, for any real number $x$ is denoted by $\pi(x)$. The prime number theorem (PNT) is the statement

$$
\begin{equation*}
\pi(x) \sim x / \log (x) \tag{1}
\end{equation*}
$$

This means that

$$
\lim _{x \rightarrow \infty} \frac{\pi(x)}{x / \log (x)}=1
$$

However, the following asymptotic formula for primes $p$ :

$$
\begin{equation*}
\prod_{p \leq x}\left(1-\frac{1}{p}\right) \sim \frac{e^{-\gamma}}{\log x} \tag{2}
\end{equation*}
$$

where $\gamma=0.5772 \ldots$ is Euler's constant and $x \in \mathbf{R}$, is known as Mertens' theorem of analytic number theory. The logarithmic equivalent of Mertens' theorem is

$$
\sum_{p \leq x} \frac{1}{p}=\log \log x+B_{1}+O\left(\frac{1}{\log x}\right)
$$

and Mertens' constant $B_{1}=0.2614972128 \ldots$, where $f=O(g)$ means that $f(x)$ is bounded with respect to $g(x)$ for all sufficiently large $x$.

Also, as pointed out by Lindqvist and Peetre [1], Meissel considered the sum

$$
\begin{equation*}
\sum_{p} \frac{1}{p(\ln p)^{a}} \approx \frac{1}{a}+M \tag{3}
\end{equation*}
$$

where $M=\lim _{x \rightarrow \infty} \sum_{p \leq x} \frac{1}{p}-\ln (\ln x) \approx 0.2614972128 \ldots$
A Dirichlet series is the complex function defined on $\{z \in \mathbf{C}: \mathbf{R e}(z)>1\}$ by the series

$$
\begin{equation*}
d(z)=\sum_{n=1}^{\infty} \frac{a_{n}}{n^{z}} \tag{4}
\end{equation*}
$$

where $z$ and $a_{n}$ are complex numbers, $n=1,2,3, \ldots$. If $a_{n}=1$ for all $n$ then the Dirichlet series

$$
d(z)=\sum_{n=1}^{\infty} \frac{1}{n^{z}},
$$

becomes the Riemann zeta function [2].
Let $X$ be a non-empty set and $T: X \rightarrow X$ be a map. The pair $(X, T)$ is said to be a dynamical system. Many dynamical questions involve counting the number of closed orbits or the periodic points under iteration of a map. A closed (periodic) orbit $\tau$ of length $|\tau|=n$ for a continuous map $T: X \rightarrow X$ is a set of the form $\left\{x, T x, T^{2} x, \ldots, T^{n-1} x\right\} \subset X$ where $T^{n} x=x$ for some $x \in X$ and $n \geq 1$.

Let $T: X \rightarrow X$ be a map, and define

$$
\begin{aligned}
& \mathcal{L}_{T}(n)=\left\{x \in X:\left|\left\{T^{k}(x)\right\}\right|_{k \in \mathbf{N}}=n\right\}, \\
& \mathcal{F}_{T}(n)=\left\{x \in X: T^{n}(x)=x\right\} \text { and } \\
& \mathcal{O}_{T}(n)=\{\tau: \tau \text { is a closed orbit of } T \text { of length }|\tau|=n\},
\end{aligned}
$$

which are the set of points of least period $n$ under $T$, the set of points of period $n$ under $T$, and the set of closed orbits of length $n$ under $T$, respectively. The Möbius inversion formula [3] is defined as follows. If $f, g: \mathbf{N} \rightarrow \mathbf{C}$ are two arithmetic functions satisfying

$$
g(n)=\sum_{d \mid n} f(d) \quad \forall n,
$$

then

$$
f(n)=\sum_{d \mid n} \mu\left(\frac{n}{d}\right) g(d) \quad \forall n
$$

where $\mu(n)$ is the Möbius function. Let

$$
L_{T}(n)=\left|\mathcal{L}_{T}(n)\right|, \quad F_{T}(n)=\left|\mathcal{F}_{T}(n)\right| \quad \text { and } \quad O_{T}(n)=\left|\mathcal{O}_{T}(n)\right|
$$

It follows that

$$
O_{T}(n)=L_{T}(n) / n
$$

and

$$
F_{T}(n)=\sum_{d \mid n} L_{T}(d) .
$$

Consequently

$$
F_{T}(n)=\sum_{d \mid n} d O_{T}(d)
$$

and hence, by the Möbius inversion formula,

$$
O_{T}(n)=\frac{1}{n} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) F_{T}(d) .
$$

Inspired by the functions of an algebraic variety over a finite field we are led to obtain a kind of analogs between number theory and dynamical systems. Following the analogy between closed orbits and prime numbers, the asymptotic behavior of expressions like

$$
\begin{equation*}
\pi_{T}(N)=\sum_{n \leq N} O_{T}(n) \tag{5}
\end{equation*}
$$

may be viewed as a dynamical analog of the prime number theorem and a dynamical analog of Mertens' theorem concerns asymptotic estimates for expressions like

$$
\begin{equation*}
\mathcal{M}_{T}(N)=\sum_{n \leq N} \frac{O_{T}(n)}{e^{h n}}, \tag{6}
\end{equation*}
$$

where $h$ denotes the topological entropy of the map $T$. Moreover, the dynamical analog of Meissel's theorem is given as an infinite sum of the form

$$
\sum_{n=1}^{\infty} \frac{O_{T}(n)}{n^{a} e^{h n}}
$$

as $a \rightarrow 0^{+}$.
Furthermore, the dynamical Dirichlet series associated to the map $T: X \rightarrow X$ is the formal series of the form

$$
d_{T}(z)=\sum_{n=1}^{\infty} \frac{O_{T}(n)}{n^{z}}
$$

which alternatively can be expressed as

$$
d_{T}(z)=\frac{1}{\zeta(z+1)} \sum_{n=1}^{\infty} \frac{F_{T}(n)}{n^{z+1}}
$$

where $\zeta(z)$ is the dynamical zeta function given by

$$
\zeta_{T}(z)=\exp \sum_{n=1}^{\infty} \frac{F_{T}(n)}{n} z^{n} .
$$

The dynamical zeta function is introduced by [4] and based also on an analogy with the number theory zeta functions attached to a function field over a finite field and is one of the tools used in studying orbit-growth properties of maps.
Parry in [5] initiated a line of research which uses ideas and techniques of analytic number theory to attack problems of this nature. When $X$ has a metric structure with respect to which $T$ is hyperbolic or a shift of finite type, results of Parry and Pollicott [6] and Noorani [7] have shown a similar analogy between the number of closed orbits and the prime number theorem. It has been shown that

$$
\pi_{T}(N) \sim \frac{e^{h(N+1)}}{N\left(e^{h}-1\right)}
$$

Sharp in [8] also obtained an analogy between the number of closed orbits and Mertens' theorem for hyperbolic maps as follows:

$$
\mathcal{M}_{T}(N) \sim \log N+C_{1}
$$

for some constant $C_{1}$.
Several orbit-counting results on the asymptotic behavior of both (5) and (6) for other maps like quasihyperbolic toral automorphism (ergodic but not hyperbolic), can be found for example in [9-11] and [12].

In this paper, analogs between the number of closed orbits of a shift of infinite type called the Dyck shift and (1), (2), (3), and (4) have been obtained. Instead of using the zeta function approach to prove our results, different and more direct methods are used without any complicated theoretical discussion.
Authors in [13], have obtained analogs between the number of closed orbits of the Dyck shift and only (1) and (2). However, later authors have explored a minor mistake in the proof of the first theorem. In this note, we improve the minor mistake detected in the proof of the first theorem, which yields a more correct estimate. We also obtain sharper estimates for the second theorem in [13].

## 2 The Dyck shift

A complete introduction to the theory of symbolic dynamics can be found in [14]. Let $\mathcal{A}$ be a finite alphabet. On $\mathcal{A}^{\mathbf{Z}}$ there acts the shift that sends the point $\left(x_{i}\right)_{i \in \mathbf{Z}} \in \mathcal{A}^{\mathbf{Z}}$ into the point $\left(x_{i+1}\right)_{i \in \mathbf{Z}} \in \mathcal{A}^{\mathbf{Z}}$. The dynamical systems that are given by the closed shift invariant subsets of $\mathcal{A}^{\mathrm{Z}}$, with the restriction of the shift acting on them, are called subshifts. These are studied in symbolic dynamics. An element of $\mathcal{A}^{n}$ will be called a word, or a block of length $n$. A word of length 0 is called an empty word and denoted by $\varepsilon$. The set of all finite words with letters taken from $\mathcal{A}$ is the set $\mathcal{A}^{*}=\bigcup_{n=0}^{\infty} \mathcal{A}^{n}$. A word is called admissible for the subshift $X \subset \mathcal{A}^{\mathbf{Z}}$ if it appears somewhere in a point of $X$. Let $X \subset \mathcal{A}^{\mathrm{Z}}$ and let $\mathcal{B}_{n}(X)$ denote the set of all admissible words of length $n$ in $X$. Then the language of $X$ is the collection $\mathcal{B}(X)=\bigcup_{n=0}^{\infty} \mathcal{B}_{n}(X)$. The topological entropy of a subshift $X \subset \mathcal{A}^{\mathrm{Z}}$ is given by

$$
h(X)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|\mathcal{B}_{n}(X)\right|
$$

Let $\mathcal{A}=\left\{\ell_{1}, \ell_{2}, \ldots, \ell_{M}, r_{1}, r_{2}, \ldots, r_{M}\right\}$. The alphabet consists of $M$ pairs of matching left and right delimiters or symbols. Let $\mathcal{M}$ be a monoid (with zero) with generators $\ell_{i}, r_{i}$,
$1 \leq i \leq M$, and 1 . The relations on the monoid are

$$
\begin{aligned}
& \ell_{i} \circ r_{j}=1 \quad \text { if } i=j 1 \leq i, j \leq M, \\
& \ell_{i} \circ r_{j}=0 \quad \text { if } i \neq j 1 \leq i, j \leq M, \\
& \alpha \circ 1=1 \circ \alpha=\alpha, \quad \alpha \in \mathcal{A} \cup\{1\}, \\
& \alpha \circ 0=0 \circ \alpha=0, \quad \alpha \in \mathcal{A} \cup\{1\}, \\
& 0 \circ 0=0 .
\end{aligned}
$$

We use a mapping $\operatorname{red}(): \mathcal{A}^{*} \rightarrow \mathcal{M}$ such that for

$$
\begin{aligned}
& \omega=\omega_{1} \omega_{2} \cdots \omega_{n} \in \mathcal{A}^{*} \quad(n \geq 1) \\
& \operatorname{red}(\omega)=\omega_{1} \circ \omega_{2} \circ \cdots \circ \omega_{n} \quad \text { and } \quad \operatorname{red}(\varepsilon)=1 .
\end{aligned}
$$

The Dyck shift $\mathrm{D}_{M}[15]$ is defined by

$$
\mathrm{D}_{M}=\left\{x \in \mathcal{A}^{\mathrm{Z}}: \text { if } i \leq j, \text { then } \operatorname{red}\left(x_{[i, j)}\right) \neq 0\right\},
$$

where $x_{[i, j)}=x_{i} x_{i+1} \cdots x_{j-1}$.
When $M=1, \mathrm{D}_{1}$ is the full shift on two symbols; we will tacitly assume that $M \geq 2$. The topological entropy of the Dyck shift $\mathrm{D}_{M}$ is already computed as $\log (M+1)$ in [15].

The number of points [16] in the Dyck shift $\mathrm{D}_{M}$ having period $n$ is given by

$$
F(n)= \begin{cases}2\left\{(M+1)^{n}-\sum_{i=0}^{\frac{n}{2}}\binom{n}{i} M^{i}\right\}+\binom{n}{n} M^{\frac{n}{2}} & \text { if } n \text { is even; } \\ 2\left\{(M+1)^{n}-\sum_{i=0}^{(n-1) / 2}\binom{n}{i} M^{i}\right\} & \text { if } n \text { is odd. }\end{cases}
$$

## 3 Counting closed orbits

In this section, we first give a lower bound and an upper bound for the number of periodic points of the Dyck shift and then apply such a result to obtain asymptotic formulas for the dynamical analogs of the prime number theorem, Merten's theorem, Meissel's theorem, and Dirichlet series.

Lemma 3.1 There exist constants $0<c_{1}<1$ and $c_{2}>1$ such that the following inequality holds for all $n \geq 1$ :

$$
c_{1}(M+1)^{n} \leq F(n) \leq c_{2}(M+1)^{n}
$$

where $F(n)$ denotes the number of periodic points in the Dyck shift.

Proof Assume that $n$ is even. The case $n$ is odd can be proved analogously. Note then first that

$$
\sum_{i=0}^{\frac{n}{2}}\binom{n}{i} M^{i}<(M+1)^{n} \quad \text { and } \quad\binom{n}{\frac{n}{2}} M^{\frac{n}{2}}<(M+1)^{n}
$$

Therefore, we obtain

$$
\begin{aligned}
F(n) & =2(M+1)^{n}\left\{1-\frac{\sum_{i=0}^{\frac{n}{2}}\binom{n}{i} M^{i}}{(M+1)^{n}}+\frac{\binom{n}{\frac{n}{2}} M^{\frac{n}{2}}}{(M+1)^{n}}\right\} \\
& <3(M+1)^{n} \quad \text { for all } n \geq 1 .
\end{aligned}
$$

Also

$$
\begin{align*}
F(n) & \geq(M+1)^{n}-\sum_{i=0}^{\frac{n}{2}}\binom{n}{i} M^{i}+\binom{n}{\frac{n}{2}} M^{\frac{n}{2}} \\
& \geq(M+1)^{n}\left[1-\frac{\sum_{i=0}^{\frac{n}{2}}\binom{n}{i} M^{i}}{(M+1)^{n}}\right] . \tag{7}
\end{align*}
$$

Estimating the term $\left[1-\frac{\sum_{i=0}^{\frac{n}{2}\binom{n}{i} M^{i}}}{(M+1)^{n}}\right]$ using the binomial theorem we obtain

$$
\begin{align*}
\frac{\sum_{i=0}^{\frac{n}{2}}\binom{n}{i} M^{i}}{(M+1)^{n}} & =\frac{\sum_{i=0}^{\frac{n}{2}}\binom{n}{i} M^{i}}{\sum_{i=0}^{\frac{n}{2}-1}\binom{n}{i} M^{i}+\binom{n}{\frac{n}{2}} M^{\frac{n}{2}}+\sum_{i=\frac{n}{2}+1}^{n}\binom{n}{i} M^{i}} \\
& \leq \frac{\sum_{i=0}^{\frac{n}{2}}\binom{n}{i} M^{i}}{\sum_{i=0}^{\frac{n}{2}-1}\binom{n}{i} M^{i}+\sum_{i=\frac{n}{2}+1}^{n}\binom{n}{i} M^{i}} . \tag{8}
\end{align*}
$$

We set

$$
\begin{aligned}
& \mathrm{A}_{n}:=\sum_{i=0}^{\frac{n}{2}-1}\binom{n}{i} M^{i}=\sum_{i=0}^{\frac{n}{2}-1}\binom{n}{\frac{n}{2}-i-1} M^{\frac{n}{2}-i-1}, \\
& \mathrm{~B}_{n}:=\sum_{i=n+1}^{n}\binom{n}{i} M^{i}=\sum_{i=0}^{\frac{n}{2}-1}\binom{n}{\frac{n}{2}+i+1} M^{\frac{n}{2}+i+1},
\end{aligned}
$$

using the definition of the binomial coefficient it is easy to prove that

$$
\begin{equation*}
\binom{n}{\frac{n}{2}-i-1}=\binom{n}{\frac{n}{2}+i+1} \quad \text { for any } 0 \leq i \leq \frac{n}{2}-1, \tag{9}
\end{equation*}
$$

also

$$
\begin{equation*}
M^{\frac{n}{2}+i+1} \geq M^{2}\left(M^{\frac{n}{2}-i-1}\right) \quad \text { for any } 0 \leq i \leq \frac{n}{2}-1, \tag{10}
\end{equation*}
$$

and utilizing (9) and (10) we obtain

$$
\begin{equation*}
\mathrm{B}_{n} \geq M^{2}\left(\mathrm{~A}_{n}\right) . \tag{11}
\end{equation*}
$$

Applying inequality (11) to (8), we get

$$
\frac{\sum_{i=0}^{\frac{n}{2}}\binom{n}{i} M^{i}}{(M+1)^{n}} \leq \frac{\mathrm{A}_{n}}{\mathrm{~A}_{n}+\mathrm{B}_{n}} \leq \frac{\mathrm{A}_{n}}{\mathrm{~A}_{n}+M^{2}\left(\mathrm{~A}_{n}\right)}=\frac{1}{1+M^{2}}
$$

hence, inequality (7) implies that

$$
F(n) \geq(M+1)^{n}\left(1-\frac{1}{1+M^{2}}\right)=\frac{M^{2}}{1+M^{2}}(M+1)^{n}
$$

Thus, if we take $c_{1}=\frac{M^{2}}{1+M^{2}}$ and $c_{2}=3$, then we are done.

Theorem 3.2 (Prime orbit theorem) Let $\sigma: \mathrm{D}_{M} \rightarrow \mathrm{D}_{M}$ be the Dyck shift. Let $\pi(N)=$ $\sum_{n \leq N} O_{\sigma}(n)$ be the number of closed orbits of $\sigma$ not exceeding $N$. Then there exist constants $C_{1}$ and $C_{2}$ such that

$$
C_{1} \frac{(M+1)^{N}}{N} \leq \sum_{n \leq N} O_{\sigma}(n) \leq C_{2} \frac{(M+1)^{N}}{N} .
$$

Proof For the sake of notation let us denote $A=M+1$. First of all by using Lemma 3.1, we would like to show that

$$
\begin{equation*}
c_{3} F(N) \leq \sum_{n \leq N} F(n) \leq c_{4} F(N) . \tag{12}
\end{equation*}
$$

Indeed,

$$
\sum_{n \leq N} F(n)=F(N) \sum_{n \leq N} \frac{F(n)}{F(N)} \leq \frac{c_{2}}{c_{1}} F(N) \sum_{n=0}^{N-1} \frac{1}{A^{n}} \leq \frac{c_{2} A}{c_{1}(A-1)} F(N) .
$$

Similarly

$$
\sum_{n \leq N} F(n)=F(N) \sum_{n \leq N} \frac{F(n)}{F(N)} \geq \frac{c_{1}}{c_{2}} F(N) .
$$

Now using (12) we prove the main theorem. Applying the Möbius inversion formula to the functions $F(n)$ and $O(n)$, where $O(n)$ is the number of closed orbits with length $n$, we have

$$
\begin{aligned}
\sum_{n \leq N} O_{\sigma}(n) & =\sum_{n \leq N} \frac{1}{n} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) F(d) \\
& =\sum_{n \leq N} \frac{1}{n} \sum_{d \mid n, d<n} \mu\left(\frac{n}{d}\right) F(d)+\sum_{n \leq N} \frac{1}{n} F(n) .
\end{aligned}
$$

Subtracting the dominant terms, we obtain

$$
\begin{align*}
\left|\sum_{n \leq N} O_{\sigma}(n)-\sum_{n \leq N} \frac{1}{n} F(n)\right| & \leq\left|\sum_{n \leq N} \frac{1}{n} \sum_{d \mid n, d<n} \mu\left(\frac{n}{d}\right) F(d)\right| \leq \sum_{n \leq N} \sum_{d \leq\left\lfloor\frac{n}{2}\right\rfloor} F(d) \\
& \leq \sum_{n \leq N} F\left(\frac{n}{2}\right) \leq \frac{c_{2} A}{c_{1}(A-1)}\left(F\left(\frac{N}{2}\right)\right) . \tag{13}
\end{align*}
$$

To estimate the dominant terms, let $K(N)=\left\lfloor N^{\frac{1}{4}}\right\rfloor$. Then

$$
\begin{align*}
\left|\sum_{n \leq N} \frac{1}{n} F(n)-\sum_{N-K(N) \leq n \leq N} \frac{1}{n} F(n)\right| & \leq \sum_{n \leq N-K(N)} F(n) \\
& \leq \frac{c_{2} A}{c_{1}(A-1)}(F(N-K(N))) . \tag{14}
\end{align*}
$$

Utilizing Lemma 3.1 we have

$$
\begin{align*}
\sum_{N-K(N) \leq n \leq N} \frac{1}{n} F(n) & =\frac{F(N)}{N}\left[\sum_{r=0}^{K(N)}\left(\frac{F(N-r)}{F(N)} \cdot \frac{N}{N-r}\right)\right] \\
& \leq \frac{c_{2} A^{N}}{N}\left[\sum_{r=0}^{K(N)}\left(\frac{c_{2}}{c_{1} A^{r}} \cdot\left(\sum_{n=0}^{\infty}\left(\frac{r}{N}\right)^{n}\right)\right)\right] \\
& =\frac{c_{3} A^{N}}{N}\left[\sum_{r=0}^{K(N)} \frac{1}{A^{r}}+\sum_{r=0}^{K(N)} \sum_{j=1}^{\infty}\left(\frac{r}{N}\right)^{j}\right] \\
& \leq \frac{c_{3} A^{N}}{N}\left[\frac{A}{A-1}+c_{4}\left(\frac{(K(N))^{2}}{N}\right)\right] . \tag{15}
\end{align*}
$$

Therefore, summarizing (13), (14), and (15) and using $K(N) \leq N^{\frac{1}{4}}$ we get

$$
\begin{equation*}
\sum_{n \leq N} O_{\sigma}(n) \leq c_{5} \frac{A^{N}}{N}\left(1+\frac{N}{A^{\left[\frac{N}{2}\right]}}+\frac{N}{A^{\left[\frac{N}{4}\right]}}+\frac{1}{\sqrt{N}}\right) \leq c_{6} \frac{A^{N}}{N} \tag{16}
\end{equation*}
$$

Hence we have obtained an upper bound. To obtain the lower bound, first we estimate the following sum for $n \geq 8$ :

$$
\begin{align*}
\sum_{d \mid n} \mu\left(\frac{n}{d}\right) F(d) & =\sum_{d \mid n, d<n} \mu\left(\frac{n}{d}\right) F(d)+\mu(1) F(n) \\
& =F(n)+\sum_{d \leq\left\lfloor\frac{n}{2}\right\rfloor} \mu\left(\frac{n}{d}\right) F(d) \geq F(n)-\sum_{d \leq\left\lfloor\frac{n}{2}\right\rfloor} F(d) \\
& \geq c_{1} A^{n}-c_{2}\left(A+A^{2}+\cdots+A^{\left\lfloor\frac{n}{2}\right\rfloor}\right) \\
& =c_{1} A^{n}-c_{2}\left(\frac{A\left(A^{\left\lfloor\frac{n}{2}\right\rfloor+1}-1\right)}{A-1}\right) \\
& =c_{1} A^{n}\left(1-\frac{c_{2}}{c_{1}}\left(\frac{A\left(A^{\left\lfloor\frac{n}{2}\right\rfloor+1}-1\right)}{A^{n}(A-1)}\right)\right) \geq \frac{c_{1}}{2} A^{n} \tag{17}
\end{align*}
$$

for all $n \geq 8$. Therefore, using (17) we obtain

$$
\begin{aligned}
\sum_{n \leq N} O_{\sigma}(n) & =\sum_{n \leq N} \frac{1}{n} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) F(d) \\
& =\sum_{n=1}^{7} \frac{1}{n} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) F(d)+\sum_{n=8}^{N} \frac{1}{n} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) F(d) \geq \pi(7)+\frac{c_{1}}{2} \frac{A^{N}}{N} .
\end{aligned}
$$

This, together with (16), proves the theorem.

Theorem 3.3 (Mertens orbit theorem) Let $\sigma: \mathrm{D}_{M} \rightarrow \mathrm{D}_{M}$ be the Dyck shift and $\mathcal{M}(N)=$ $\sum_{n \leq N} \frac{O_{\sigma}(n)}{e^{h n}}$. Then there exist constants $C_{3}$ and $C_{4}$ such that

$$
C_{3} \log N \leq \sum_{n \leq N} \frac{O_{\sigma}(n)}{e^{h n}} \leq C_{4} \log N
$$

Proof The dynamical Mertens theorem asserts that

$$
\begin{aligned}
\sum_{n \leq N} \frac{O_{\sigma}(n)}{e^{h n}} & =\sum_{n \leq N} \frac{1}{n e^{h n}} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) F(d) \\
& =\sum_{n \leq N} \frac{1}{n e^{h n}} \sum_{d \mid n, d<n} \mu\left(\frac{n}{d}\right) F(d)+\sum_{n \leq N} \frac{F(n)}{n e^{h n}} .
\end{aligned}
$$

First of all, we want to estimate the term

$$
\sum_{n \leq N} \frac{1}{n e^{h n}} \sum_{d \mid n, d<n} \mu\left(\frac{n}{d}\right) F(d)
$$

Note that

$$
|\mu(n)| \leq 1 \quad \text { and } \quad \sum_{d \mid n, d<n} F(d) \leq\left[\frac{n}{2}\right] F\left(\left[\frac{n}{2}\right]\right)
$$

for all natural numbers $n$. Hence by using Lemma 3.1 we get

$$
\begin{align*}
\left|\sum_{n=1}^{N} \frac{1}{n e^{h n}} \sum_{d \mid n, d<n} \mu\left(\frac{n}{d}\right) F(d)\right| & \leq \sum_{n=1}^{N} \frac{1}{n e^{h n}} \cdot\left[\frac{n}{2}\right] F\left(\left[\frac{n}{2}\right]\right) \leq c_{7} \sum_{n=1}^{N} \frac{F\left(\left[\frac{N}{2}\right]\right)}{e^{h n}} \\
& \leq c_{7} c_{2} \sum_{n=1}^{N} \frac{A^{\left[\frac{n}{2}\right]}}{A^{n}}=c_{7} c_{2} \sum_{n=1}^{N} \frac{1}{A^{\left[\frac{n}{2}\right]}}=c_{8}, \tag{18}
\end{align*}
$$

since $e^{h n}=A^{n}$. Now

$$
\begin{equation*}
\sum_{n \leq N} \frac{F(n)}{n e^{h n}} \leq c_{2} \sum_{n \leq N} \frac{A^{n}}{n A^{n}}=c_{2}\left(\log N+C+O\left(N^{-1}\right)\right) \tag{19}
\end{equation*}
$$

From (18) and (19), we can conclude that

$$
\begin{equation*}
\sum_{n \leq N} \frac{O_{\sigma}(n)}{e^{h n}} \leq c_{9} \log N \tag{20}
\end{equation*}
$$

For the lower bound, using again (17) and Lemma 3.1 we obtain

$$
\begin{aligned}
\sum_{n \leq N} \frac{O_{\sigma}(n)}{e^{h n}} & =\sum_{n \leq N} \frac{1}{n e^{h n}} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) F(d) \\
& =\sum_{n=1}^{7} \frac{1}{n e^{h n}} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) F(d)+\sum_{n=8}^{N} \frac{1}{n e^{h n}} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) F(d)
\end{aligned}
$$

$$
\begin{aligned}
& \geq \mathcal{M}(7)+\frac{c_{1}}{2} \sum_{n=8}^{N} \frac{A^{n}}{n A^{n}}=\mathcal{M}(7)+\frac{c_{1}}{2} \sum_{n=8}^{N} \frac{1}{n} \\
& \geq c_{10} \log N .
\end{aligned}
$$

This and (20) complete the proof.

Theorem 3.4 (Meissel's orbit theorem) Let $\sigma: \mathrm{D}_{M} \rightarrow \mathrm{D}_{M}$ be the Dyck shift. Then there exist constants $C_{5}$ and $C_{6}$ such that

$$
\frac{C_{5}}{k} \leq \sum_{n=1}^{\infty} \frac{O_{\sigma}(n)}{n^{k} e^{h n}} \leq \frac{C_{6}}{k}
$$

for any $k>0$.

Proof To prove this theorem we first estimate $O(n)$. By using Lemma 3.1, we get

$$
\begin{align*}
O(n) & =\frac{1}{n} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) F(d) \leq \frac{1}{n} \sum_{d=1}^{n} F(d) \\
& \leq c_{2} \frac{1}{n} \sum_{d=1}^{n} A^{d}=\frac{c_{2} A}{A-1}\left(\frac{A^{n}}{n}\right) . \tag{21}
\end{align*}
$$

On the other hand, using equation (17), we obtain

$$
\begin{equation*}
O(n)=\frac{1}{n} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) F(d) \geq \frac{c_{2}}{2}\left(\frac{A^{n}}{n}\right) \quad \text { for } n \geq 8 \tag{22}
\end{equation*}
$$

Equations (21) and (22) imply

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{O_{\sigma}(n)}{n^{k} e^{h n}} \leq \frac{c_{2} A}{A-1} \sum_{n=1}^{\infty} \frac{A^{n}}{n^{k+1} e^{h n}}=\frac{c_{2} A}{A-1} \sum_{n=1}^{\infty} \frac{1}{n^{k+1}} \tag{23}
\end{equation*}
$$

since $e^{h n}=A^{n}$. Also

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{O_{\sigma}(n)}{n^{k} e^{h n}} \geq \sum_{n=1}^{7} \frac{O_{\sigma}(n)}{n^{k} e^{h n}}+\frac{c_{1}}{2} \sum_{n=8}^{\infty} \frac{1}{n^{k+1}} \tag{24}
\end{equation*}
$$

To finish this, we use the following inequality:

$$
\int_{1}^{\infty} \frac{d x}{x^{k+1}} \leq \sum_{n=1}^{\infty} \frac{1}{n^{k+1}} \leq 1+\int_{1}^{\infty} \frac{d x}{x^{k+1}}
$$

Calculating the last integral and applying into (23) and (24) gives

$$
\frac{C_{5}}{k} \leq \sum_{n=1}^{\infty} \frac{O_{\sigma}(n)}{n^{k} e^{h n}} \leq \frac{C_{6}}{k}
$$

A simple formula for the zeta function of the Dyck shift $\mathrm{D}_{M}$ over $2 M$ symbols has been obtained by [17]. He showed that

$$
\zeta_{\sigma}(z)=\frac{2\left(1+\sqrt{1-4 M z^{2}}\right)}{\left(1-2 M z+\sqrt{1-4 M z^{2}}\right)^{2}} .
$$

Keller proved this formula using the so-called circular codes. By circular codes we mean a set $C$ of finite sequences over a finite alphabet $\mathcal{A}$ such that each two-sided infinite periodic sequence of letters from $\mathcal{A}$ has at most one decomposition into words from $C$.

Theorem 3.5 (Dirichlet series) There exist constants $C_{7}$ and $C_{8}$ such that

$$
\frac{C_{7}}{\zeta_{\sigma}(z+1)} \sum_{n=1}^{\infty} \frac{A^{n}}{n^{z+1}} \leq \sum_{n=1}^{\infty} \frac{O_{\sigma}(n)}{n^{z}} \leq \frac{C_{8}}{\zeta_{\sigma}(z+1)} \sum_{n=1}^{\infty} \frac{A^{n}}{n^{z+1}},
$$

where $A=M+1$ and $\zeta(z)$ is the zeta function of the Dyck shift.

Proof By Lemma 3.1, we get

$$
\begin{aligned}
d(z) & =\frac{1}{\zeta(z+1)} \sum_{n=1}^{\infty} \frac{F_{\sigma}(n)}{n^{z+1}} \\
& \leq c_{2} \frac{1}{\zeta(z+1)}\left(A+\frac{A^{2}}{2^{z+1}}+\frac{A^{3}}{3^{z+1}}+\cdots\right) .
\end{aligned}
$$

Also

$$
\begin{aligned}
d(z) & =\frac{1}{\zeta(z+1)} \sum_{n=1}^{\infty} \frac{F_{\sigma}(n)}{n^{z+1}} \\
& \geq c_{1} \frac{1}{\zeta(z+1)}\left(A+\frac{A^{2}}{2^{z+1}}+\frac{A^{3}}{3^{z+1}}+\cdots\right) .
\end{aligned}
$$
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