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1 Introduction
In this article we consider infinite horizon stochastic delay evolution equations of the form

⎧
⎨

⎩

dX(s) = AX(s) ds + F(Xs) ds + G(Xs) dW (s), s ≥ ,

X = x,
(.)

where

Xs(θ ) = X(s + θ ), θ ∈ [–τ , ] and x ∈ C
(
[–τ , ], H

)
.

W is a cylindrical Wiener process in a Hilbert space �. A is the generator of a C semigroup
in another Hilbert space H , and the coefficients F and G are assumed to satisfy Lipschitz
conditions with respect to the appropriate norms.

Our approach to optimal control problems for stochastic delay evolution equations is
based on backward stochastic differential equations (BSDEs), which were first introduced
by Pardoux and Peng []: see [–], as general references. To be more precise, we consider
the following forward-backward system:

⎧
⎪⎪⎨

⎪⎪⎩

dX(s) = AX(s) ds + F(Xs) ds + G(Xs) dW (s), s ≥ ,

X = x,

dY (s) = λY (s) ds – ψ(Xs, Y (s), Z(s)) ds + Z(s) dW (s), s ≥ .

(.)

© 2015 Zhou. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.

http://dx.doi.org/10.1186/s13660-015-0764-7
http://crossmark.crossref.org/dialog/?doi=10.1186/s13660-015-0764-7&domain=pdf
mailto:zhoujj198310@163.com


Zhou Journal of Inequalities and Applications  (2015) 2015:250 Page 2 of 23

If we assume ψ satisfies suitable conditions, then there exists a unique continuous adapted
solution of (.) with λ large enough, denoted by (X(·, x), Y (·, x), Z(·, x)) in H × R × �. We
define a deterministic function v : C → R by v(x) = Y (, x), where C denotes the space of
continuous functions from [–τ , ] to H , and it turns out that v is unique mild solution of
the generalization of the nonlinear elliptic partial differential equation:

L
[
v(·)](x) = λv(x) + ψ

(
x, v(x),∇v(x)G(x)

)
, x ∈ C, x() ∈ D(A), (.)

where

L[φ](x) = S(φ)(x) +
〈
Ax() + F(x),∇xφ(x)

〉

+



∞∑

i=

∇
x φ(x)

(
G(x)ei, G(x)ei

)
, (.)

{ei}∞i= denotes a basis of �,  denotes the character function of {}, ∇xφ(x), ∇
x φ(x) denote

the extensions of ∇xφ(x), ∇
x φ(x), respectively (see Lemma . and Lemma .). ∇v(x) is

defined by ∇v(x)G(x) = ∇xv(x)(G(x)). In this paper, we call (.) the nonlinear stationary
Kolmogorov equation.

We consider a controlled equation of the form

⎧
⎨

⎩

dXu(s) = AXu(s) ds + F(Xu
s ) ds + G(Xu

s )R(Xu
s , u(s)) ds + G(Xu

s ) dW (s), s ≥ ,

Xu
 = x.

(.)

The control process u takes values on a measurable space (U ,U ). The aim is to minimize
an infinite horizon cost functional of the form

J(u) = E
∫ ∞


e–λsg

(
Xu

s , u(s)
)

ds, (.)

over all admissible controls. Here q is function on C × U . We define the Hamiltonian
function relative to the above problem: for all x ∈ C , z ∈ �,

ψ(x, z) = inf
{

g(x, u) + zR(x, u) : u ∈ U
}

. (.)

Then, under suitable conditions, we eventually show that v is the value function of the
control problem.

Stochastic optimal control problems have been studied by many authors. In [–], the
authors proved there exists a direct (classical or mild) solution of the corresponding
Hamilton-Jacobi-Bellman (HJB) equation, by which the optimal feedback law is obtained.
Gozzi [, ] showed there exists unique mild solution of the associated HJB equation,
where the diffusion term only satisfies weaker nondegeneracy conditions.

The viscosity solution methods have been successfully applied to stochastic optimal con-
trol problems (see [–] and references therein). Lions [] proved that there exists a
unique viscosity solution for a general class of fully nonlinear second order equations in
an infinite dimensional Hilbert space. In [], the existence and uniqueness of the viscos-
ity solution for general unbounded second order partial differential equation were shown.
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Optimal control problems for stochastic differential equations with delay are considered in
[, , , ]. Chang et al. [] found that the value function for an optimal control prob-
lem of a general stochastic differential equation with a bounded memory is the unique
viscosity solution of the HJB equation.

BSDEs were known to be useful tools in the study of stochastic optimal control prob-
lems; see, for example, [, ]. The optimal control problems for stochastic systems in in-
finite dimensions have been considered in [–]. Using Malliavin calculus and BSDEs,
Fuhrman and Tessitore [] showed that there exists a unique mild solution of nonlinear
Kolmogorov equations and found that the mild solution coincides with the value function
of the control problem. In Fuhrman and Tessitore [], the existence and uniqueness of the
mild solution for semilinear elliptic differential equations in Hilbert spaces were obtained
by means of infinite horizon BSDEs in Hilbert spaces and Malliavin calculus, moreover,
the existence of optimal control is proved by the feedback law. Fuhrman et al. [] consid-
ered the optimal control problems for stochastic differential equations with delay and the
associated Kolmogorov equations, the existence and uniqueness of the mild solution for
the Kolmogorov equations was proved and the existence of optimal control was obtained.
In Fuhrman et al. [], the optimal ergodic control of a Banach valued stochastic evolution
equation was studied and the optimal ergodic control was obtained by the ergodic BSDEs.

The main result of this paper is the proof of existence and uniqueness of the mild so-
lution of (.) and (.). Some authors considered the Kolmogorov equations associated
with stochastic evolution equations (see [, ]) and with stochastic delay differential
equations (see []). However, as far as we know, there are few authors who concentrated
on (.) and (.), for example, [] and [] for nonlinear parabolic partial differential
equations. In this paper we want to extend the results of [] to stochastic delay evolution
equations in Hilbert spaces. Thanks to Lemma . and Lemma ., we can consider the
optimal control problem of (.) and the associated nonlinear Kolmogorov equations (.)
and (.).

The plan of the paper is as follows. In the next section we introduce the basic notations
and two basic lemmas. Section  is devoted to proving the regularity of the mild solution
for infinite horizon stochastic delay evolution equation. The forward-backward system is
considered and (.) is proved in Section . In Section , the mild solution of Kolmogorov
equation (.) is considered. Finally, applications to optimal control for an infinite horizon
are presented in Section .

2 Preliminaries
We list some notations that are used in this article. We use the symbols �, K , and H
to denote real separable Hilbert spaces, with scalar products (·, ·)�, (·, ·)K , and (·, ·)H , re-
spectively. Let | · | denote the norm in various spaces, with a subscript if necessary. Let
C = C([–τ , ], H) denote the space of continuous functions from [–τ , ] to H , endowed
with the usual norm |f |C = supθ∈[–τ ,] |f (θ )|H . L(�, H) denotes the space of all bounded lin-
ear operators from � into H ; the subspace of Hilbert-Schmidt operators, with the Hilbert-
Schmidt norm, is denoted by L(�, H).

Let (�,F , P) be a complete space with a filtration {Ft}t≥ which satisfies the usual condi-
tion, i.e., {Ft}t≥ is a right continuous increasing family of sub σ -algebra of F and F con-
tains all P-null sets ofF . A cylindrical Wiener process defined on (�,F , P), and with values
in a Hilbert space �, is a family {W (t), t ≥ } of linear mappings � → L(�) such that for
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every ξ ,η ∈ �, {W (t)ξ , t ≥ } is a real Wiener process and E(W (t)ξ · W (t)η) = (ξ ,η)�t. In
the following, {W (t), t ≥ } is a cylindrical Wiener process adapted to the filtration {Ft}t≥.

Now let us define several classes of stochastic processes with values in a Banach space F :
• Lp

P (�; Lq
β (F)), defined for β ∈ R and p, q ∈ [,∞), denotes the space of equivalence

classes of processes {Y (s), s ≥ }, with values in F , such that the norm

|Y |p = E
(∫ ∞


eqβs∣∣Y (s)

∣
∣q ds

) p
q

is finite and Y admits a predictable version.
• Kp

β denotes the space Lp
P (�; L

β (F)) × Lp
P (�; L

β (L(�, F))). The norm of an element
(Y , Z) ∈Kp

β is |(Y , Z)| = |Y | + |Z|.
• Lp

P (�; C([, T]; F)), defined for T >  and p ∈ [,∞), denotes the space of predictable
processes {Y (s), s ∈ [, T]} with continuous paths in F , such that the norm

|Y |p = E sup
s∈[,T]

∣
∣Y (s)

∣
∣p

is finite. Elements of Lp
P (�; C([, T]; F)) are identified up to indistinguishability.

• Lq
P (�; Cη(F)), defined for η ∈ R and q ∈ [,∞), denotes the space of predictable

processes {Y (s), s ≥ } with continuous paths in F , such that the norm

|Y |q = E sup
s≥

eηqs∣∣Y (s)
∣
∣q

is finite. Elements of Lq
P (�; Cη(F)) are identified up to indistinguishability.

• Finally, for η ∈ R and q ∈ [,∞), we defined Hq
η as the space

Lq
P (�; Lq

η(F)) ∩ Lq
P (�; Cη(F)), endowed with the norm

|Y |Hq
η

= |Y |Lq
P (�;Lq

η(F)) + |Y |Lq
P (�;Cη(F)).

We say f ∈ C(C; H) if f is continuous, Fréchet differentiable and ∇xf : C → L(C, H) is
continuous.

We say g ∈ G(C; H) if g is continuous, Gâteaux differentiable with respect to x on C and
∇xg : C → L(C, H) is strongly continuous.

Let Fc be the vector space of all simple functions of z[a,c) where z ∈ H , c ∈ (a, b] and
[a,c) : [a, b] → R is the character function of [a, c). It is clear that C([a, b], H) ∩ Fc = {}.
Form the direct sum C([a, b], H) ⊕ Fc and give it the complete norm

|y + z[a,c)| = sup
s∈[a,b]

∣
∣y(s)

∣
∣ + |z|, y ∈ C

(
[a, b], H

)
, z ∈ H .

Now let us give two basic lemmas that will be used in the following sections (see
Lemma . and Lemma . in []).

We say f : C([a, b], H) ⊕ Fc → K satisfying (V) if {xn}n≥ is a bounded sequence in
C([a, b], H) and y + z[a,c) ∈ C([a, b], H) ⊕ Fc such that xn(s) → y(s) + z[a,c) as n → ∞ for
all s ∈ [a, b], and sups∈[a,b] |(xn(s) – y(s), hi)| ≤ |(z, hi)| for all i ∈ N , where {hi}i≥ is a basis of
H , then f (xn) → f (y + z[a,c)) as n → ∞.
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Lemma . Let f ∈ L(C([a, b]; H); K). Then, for every c ∈ (a, b], f has a unique continuous
linear extension f : C([a, b], H) ⊕ Fc → K satisfying (V). Moreover, the extension map e :
L(C([, T], H), K) → L(C([, T], H) ⊕ Fc, K), f → f is a linear isometry.

We say f : [C([a, b], H) ⊕ Fc] × [C([a, b], H) ⊕ Fc] → R satisfies (W) if {xn}n≥, {yn}n≥ are
bounded sequences in C([a, b], H) and x + z[a,c), y + z[a,c) ∈ C([a, b], H) ⊕ Fc such that
xn(s) → x(s) + z[a,c), yn(s) → y(s) + z[a,c) as n → ∞ for all s ∈ [a, b], and sups∈[a,b] |(xn(s) –
x(s), hi)| ≤ |(z, hi)|, sups∈[a,b] |(yn(s) – y(s), hi)| ≤ |(z, hi)| for all i ∈ N , then f (xn, yn) → f (x +
z[a,c), y + z[a,c)) as n → ∞.

Lemma . Let β : C([a, b], H) × C([a, b]; H) → R be a continuous bilinear map. Then,
for every c ∈ (a, b], β has a unique continuous bilinear extension β : [C([a, b], H) ⊕ Fc] ×
[C([a, b], H) ⊕ Fc] → R satisfying (W).

3 The forward equation
In this section we consider the system of stochastic delay evolution equations:

⎧
⎨

⎩

dX(s) = AX(s) ds + F(Xs) ds + G(Xs) dW (s), s ∈ [,∞),

X = x ∈ C.
(.)

We make the following assumptions.

Hypothesis .
(i) The operator A is the generator of a strongly continuous semigroup {etA, t ≥ } of

bounded linear operators in the Hilbert space H . We denote by M and ω two
constants such that |etA| ≤ Meωt , for t ≥ .

(ii) The mapping F : C → H is measurable and satisfies, for some constant L > ,

∣
∣F(x)

∣
∣ ≤ L

(
 + |x|C

)
,

∣
∣F(x) – F(y)

∣
∣ ≤ L|x – y|C , x, y ∈ C.

(iii) The mapping G : C → L(�, H) is measurable and satisfies, for every x, y ∈ C ,

∣
∣G(x)

∣
∣
L(�,H) ≤ L

(
 + |x|C

)
,

∣
∣G(x) – G(y)

∣
∣
L(�,H) ≤ L|x – y|C (.)

for some constants L > .
(iv) F(·) ∈ C(C, H), G(·) ∈ C(C, L(�, H)).

We say that X is a mild solution of equation (.) if it is a continuous, {Ft}t≥-predictable
process with values in H , and it satisfies, P-a.s.,

⎧
⎨

⎩

X(s) = esAx() +
∫ s

 e(s–σ )AF(Xσ ) dσ +
∫ s

 e(s–σ )AG(Xσ ) dW (σ ), s ∈ [,∞),

X = x ∈ C.
(.)

We define GN (t, x) from C to L(�; H) by

GN (x) =
N∑

i=

(
G(x), ei

) ⊗ ei, x ∈ C,
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where {ei}i≥ denotes a basis of �. We denote by XN (·, x) the solution of (.) with respect
to GN .

We first recall two well-known results of (.) on a bounded interval.

Theorem . (Theorem . in []) Assume that Hypothesis . holds. Then for all q ∈
[,∞) and T >  there exists a unique process X ∈ Lq

P (�, C([, T]; H)), a mild solution of
(.). Moreover,

E sup
s∈[,T]

∣
∣X(s)

∣
∣q ≤ C

(
 + |x|C

)q (.)

for some constant C depending only on q, T , τ , L, ω, and M.

Theorem . (Theorem . in []) Assume that Hypothesis . holds and let u : C → R
be a Borel measurable function such that u(·) ∈ C(C, R) and

∣
∣u(x)

∣
∣ +

∣
∣∇xu(x)

∣
∣ ≤ C

(
 + |x|)m

for some C > , m ≥  and for every x ∈ C . Then the joint quadratic variation on [, T ′],

〈
u
(
XN

·
)
, Wei

〉

[,T ′] =
∫ T ′


∇u

(
XN

s
)
G

(
XN

s
)
ei ds

for every x ∈ C , i = , , . . . , d and  ≤ T ′ < T .

By Theorem . and the arbitrariness of T in its statement, the solution is defined for
every s ≥ . To stress the dependence on the initial data, we denote the solution by X(x).
We have the following result.

Theorem . Assume that Hypothesis .(i)-(iii) holds and the process X(·, x) is a mild
solution of (.) with initial value x ∈ C . Then, for every q ∈ [,∞), there exists a con-
stant η(q) such that the process X·(x) ∈ Hq

η(q). Moreover, for a suitable constant C > , we
have

E sup
s≥

eη(q)qs|Xs|qC + E
∫ ∞


eη(q)qs|Xs|qC ds ≤ C

(
 + |x|C

)q, (.)

where the constants η(q) depending only on q, τ , L, ω, and M.
If we assume that Hypothesis .(iv) also holds true, then the map x → X·(x) belongs to

C(C,Hq
η(q)) and for every h ∈ C , the process ∇xXs(x)h, s ∈ [, +∞) solves, P-a.s., the follow-

ing equation:

⎧
⎪⎪⎨

⎪⎪⎩

∇xXs(x)h(θ ) = e(s+θ )Ah() +
∫ s+θ

 e(s+θ–σ )A∇xF(Xσ (x))∇xXσ (x)h dσ

+
∫ s+θ

 e(s+θ–σ )A∇xG(Xσ (x))∇xXσ (x)h dW (σ ), s + θ ≥ ,

∇xXs(x)h(θ ) = h((s + θ ) ∨ –τ ), s + θ ∈ [–τ , ).

(.)

Moreover, |∇xXs(x)h|Hq
η(q)

≤ C|h|C for a suitable constant C > .
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Proof We define a mapping � from Hq
η × C to Hq

η by the formula

�(X·, x)s(l) = e(s+l)Ax() +
∫ s+l


e(s+l–σ )AF(Xσ ) dσ

+
∫ s+l


e(s+l–σ )AG(Xσ ) dW (σ ), s ∈ [,∞), l ∈ [–τ , ], s + l ≥ ,

�(X·, x)s(l) = x(s + l), s ∈ [,∞), l ∈ [–τ , ], s + l < .

We will prove that, provided η is suitably chosen, �(·, x) is a contraction in Hq
η , uniformly

in x, or in other words, there exists c <  such that for every x ∈ C ,

∣
∣�

(
X

· , x
)

– �
(
X

· , x
)∣
∣
Hq

η
≤ c

∣
∣X

· – X
·
∣
∣
Hq

η
, X

· , X
· ∈Hq

η. (.)

For simplicity, we treat only the case F = , the general case being handled in a similar way.
We will use the so called factorization method; see [], Theorem ... Let us take q > 
and α ∈ (, ) such that


q

< α <



and let c–
α =

∫ s

σ

(s – r)α–(r – σ )–α dr,

by the stochastic Fubini theorem,

�(X·, x)s(l) = e(s+l)Ax()

+ cα

∫ s+l



∫ s+l

σ

(s + l – r)α–(r – σ )–αe(s+l–r)Ae(r–σ )A dr G(Xσ ) dW (σ )

= e(s+l)Ax() + �′(Xs)(l), s ∈ [,∞), l ∈ [–τ , ], s + l ≥ ,

�(X·, x)s(l) = x(s + l), s ∈ [,∞), l ∈ [–τ , ], s + l < ,

where

�′(X·)s(l) = cα

∫ s+l


(s + l – r)α–e(s+l–r)AY (r) dr,

Y (r) =
∫ r


(r – σ )–αe(r–σ )AG(Xσ ) dW (σ ).

By sup–τ≤l≤ |e(s+l)Ax()| ≤ Meωs|x|C , we see that the process e(s+·)Ax(), s ≥ , belongs to
Hq

η provided ω + η < . Next let us estimate �′(X·), since

∣
∣�′(X·)s(l)

∣
∣ ≤ cα

∫ s+l


(s + l – r)α–Me(s+l–r)ω∣

∣Y (r)
∣
∣dr, (.)

setting q′ = q
(q–) ,

eqηs∣∣�′(X·)s
∣
∣q

≤ cq
αMq sup

–τ≤l≤
eqηs

(∫ s+l


(s + l – r)α–eω(s+l–r)∣∣Y (r)

∣
∣dr

)q



Zhou Journal of Inequalities and Applications  (2015) 2015:250 Page 8 of 23

≤ cq
αMq sup

–τ≤l≤

(∫ s+l


(s + l – r)α–e

(ω+η)
q′ (s+l–r)e

(ω+η)
q (s–r)eηr∣∣Y (r)

∣
∣dr

)q

≤ cq
αMq sup

–τ≤l≤

(∫ s+l


e(η+ω)(s+l–r)(s + l – r)(α–)q′

dr
) q

q′ ∫ s+l


e(η+ω)(s–r)eqηr∣∣Y (r)

∣
∣q dr

≤ cq
αMq

(∫ s


e(η+ω)rrq′(α–) dr

) q
q′ ∫ s


e(η+ω)(s–r)eqηr∣∣Y (r)

∣
∣q dr.

Applying the Young inequality for convolutions, we have

∫ ∞


eqηs∣∣�′(X·)s

∣
∣q ds

≤ cq
αMq

(∫ ∞


e(η+ω)ssq′(α–) ds

) q
q′ ∫ ∞


e(η+ω)s ds

∫ ∞


eqηs∣∣Y (s)

∣
∣q ds,

and we obtain

∣
∣�′(X·)

∣
∣
Lq
P (�;Lq

η(C))

≤ cαM|Y |Lq
P (�;Lq

η(H))

(∫ ∞


e(η+ω)ssq′(α–) ds

) 
q′ (∫ ∞


e(η+ω)s ds

) 
q

. (.)

If we start again from (.) and apply the Hölder inequality, we obtain, for η < ,

∣
∣eη(s+l)�′(X·)s(l)

∣
∣ ≤ cαM

(∫ s+l


r(α–)q′

e(ω+η)rq′
dr

) 
q′ (∫ s+l


eηrq∣∣Y (r)

∣
∣q dr

) 
q

and

∣
∣eηs�′(X·)s

∣
∣ ≤ cαM

(∫ s


r(α–)q′

e(ω+η)rq′
dr

) 
q′ (∫ s


eηrq∣∣Y (r)

∣
∣q dr

) 
q

.

So we conclude that

∣
∣�′(X·)

∣
∣
Lq
P (�;Cη(C)) ≤ cαM|Y |Lq

P (�;Lq
η(H))

(∫ ∞


r(α–)q′

e(ω+η)rq′
dr

) 
q′

. (.)

On the other hand, by the Burkholder-Davis-Gundy inequalities, for some constant cq

depending only on q, we have

E
∣
∣Y (r)

∣
∣q ≤ cqE

(∫ r


(r – σ )–α

∣
∣e(r–σ )AG(Xσ )

∣
∣
L(�,H) dσ

) q


≤ LqcqE
(∫ r


(r – σ )–αeω(r–σ )( + |Xσ |C

)
dσ

) q


,

which implies

[
E
∣
∣Y (r)

∣
∣q] 

q ≤ Lc

q
q

∫ r


(r – σ )–αeω(r–σ )[E

(
 + |Xσ |C

)q] 
q dσ ,
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so that

eηr[E
∣
∣Y (r)

∣
∣q] 

q ≤ C

∫ r


(r – σ )–αe(ω+η)(r–σ )eησ dσ

+ C

∫ r


(r – σ )–αe(ω+η)(r–σ )eησ

[
E|Xσ |qC

] 
q dσ

for suitable constants C, C. Applying the Young inequality for convolutions, we obtain

∫ ∞


eqηrE

∣
∣Y (r)

∣
∣q ds ≤ C

(∫ ∞


s–αe(ω+η)s ds

) q

∫ ∞


eqηs ds

+ C

(∫ ∞


s–αe(ω+η)s ds

) q

∫ ∞


eqηsE|Xs|qC ds.

This shows that |Y |Lq
P (�;Lq

η(H)) is finite provided η <  and ω + η < , so the map is well
defined.

If X· , X· are processes belonging to Hq
η and Y , Y  are defined accordingly, similarly we

find that

∣
∣Y  – Y ∣∣

Lq
P (�;Lq

η(H)) ≤ Lc

q
α

∣
∣X

· – X
·
∣
∣
Lq
P (�;Lq

η(C))

(∫ ∞


s–αe(ω+η)s ds

) 


.

By the inequalities (.) and (.), we obtain an explicit expression for the constant c in
(.) and it is immediate to find that c <  provided η <  is chosen sufficiently small. We
fix such a value η(q). The first result is a consequence of the contraction principle. We get
the estimate (.) also by the contraction property of �(·, x).

Now let us study the regular dependence of the solution on the initial datum. Firstly, we
show that the map x → X·(x) belongs to G(C,Hq

η(q)). By the parameter depending con-
traction principle (see []), it suffices to prove that

� ∈ G,(Hq
η(q) × C;Hq

η(q)
)
.

We split the proof into several steps.
Step . It is clear that � is continuous.
Step . The directional derivative ∇X�(X, x) in the direction N ∈Hq

η(q) satisfies

∇X�(X, x; N)s(θ ) =
∫ s+θ


e(s+θ–σ )A∇xF(Xσ )Nσ dσ

+
∫ s+θ


e(s+θ–σ )A∇xG(Xσ )Nσ dW (σ ), s + θ ≥ ,

∇X�(X, x; N)s(θ ) = , s + θ < .

Moreover, the mappings (X, x) → ∇X�(X, x; N) and N → ∇X�(X, x; N) are continuous.
We only prove this claim in the special case F = . For fixed x ∈ C , for all s ≥ , we define

Iε
s (θ ) :=


ε
�(X + εN , x)s(θ ) –


ε
�(X, x)s(θ )

–
∫ s+θ


e(s+θ–σ )A∇xG(Xσ )Nσ dW (σ )
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=
∫ s+θ



(∫ 



(
e(s+θ–σ )A∇x

(
G(Xσ + ζεNσ )

)
Nσ

– e(s+θ–σ )A∇xG(Xσ )Nσ

)
dζ

)

dW (σ ).

By a similar procedure, we show that, for 
q < α < 

 and a suitable constant cq,

∣
∣Iε

∣
∣q
Hq

η(q)
≤ cpE

∫ ∞


erη(q)q∣∣Y ε(r)

∣
∣q dr,

where

Y ε(r) =
∫ r


(r – σ )–α

(∫ 



(
e(r–σ )A∇x

(
G(Xσ + ζεNσ )

)
Nσ

– e(r–σ )A∇xG(Xσ )Nσ

)
dζ

)

dW (σ ).

Thus, for a suitable constant c,

E
∣
∣Y ε(r)

∣
∣q ≤ cE

(∫ r


(r – σ )–α

∣
∣
∣
∣

∫ 



(
e(r–σ )A∇x

(
G(Xσ + ζεNσ )

)
Nσ

– e(r–σ )A∇xG(Xσ )Nσ

)
dζ

∣
∣
∣
∣



L(�,H)
dσ

) q


,

and setting

f ε(σ , r, ζ ) = erη(q)(r – σ )–α
∣
∣e(r–σ )A∇x

(
G(Xσ + ζεNσ )

)
Nσ – e(r–σ )A∇x

(
G(Xσ )Nσ

)∣
∣
L(�,H),

we find that

E
∫ ∞


erη(q)q∣∣Y ε(r)

∣
∣q dr ≤ c

∫ ∞


E
(∫ r



∣
∣
∣
∣

∫ 


f ε(σ , r, ζ ) dζ

∣
∣
∣
∣



dσ

) q


dr.

From Hypothesis .(iii) and (iv) it follows that |∇xG(x)h| ≤ L|h|, which implies

∣
∣f ε(σ , r, ζ )

∣
∣ ≤ Lerη(q)(r – σ )–αeω(r–σ )|Nσ |.

Moreover,

∫ ∞


E
(∫ r



∣
∣erη(q)(r – σ )–αeω(r–σ )|Nσ |∣∣ dσ

) q


dr

≤
∫ ∞


E
(∫ r


e(ω+η(q))(r–σ )(r – σ )–αeη(q)σ [

E|Nσ |q] 
q dσ

) q


dr

≤
(∫ ∞


s–αe(ω+η(q))r dr

) q

∫ ∞


eqη(q)rE|Nr|q dr

≤ c|N |qHq
η(q)

< ∞.
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Since erA∇xG(x)h is continuous in x, then, by the dominated convergence theorem, it fol-
lows that E

∫ ∞
 erη(q)q|Y ε(r)|q dr → .

In a similar way we find that the mappings (X, x) → ∇X�(X, x; N) and N → ∇X�(X, x; N)
are continuous.

Step . It is easy to show that the directional derivative ∇x�(X, x; h) in direction h ∈ C is
the process given by

∇x�(X, x; h)s(θ ) =

⎧
⎨

⎩

e(s+θ )Ah(), s + θ ≥ ,

h(s + θ ), s + θ ∈ [–τ , ),

and the mappings (X, x) → ∇x�(X, x; h) and h → ∇x�(X, x; h) are continuous.
From the parameter depending contraction principle (see []), it follows that (.)

holds true. The final estimate is a trivial consequence of (.).
Now we have to prove that the map x → X·(x) belongs to C(C,Hq

η(q)). For simplicity, we
set F = . For every x, y, h ∈ C , by (.) we have

∇x
(
Xs(x) – Xs(y)

)
h(θ )

=
∫ s+θ


e(s+θ–σ )A(∇xG

(
Xσ (x)

)∇xXσ (x) – ∇xG
(
Xσ (y)

)∇xXσ (y)
)
h dW (σ ).

By a similar procedure, we find that, for some constant cq, it may vary from line to line,

∣
∣∇xX·(x) – ∇xX·(y)

∣
∣q
L(C;Hq

η(q))

= sup
|h|C=

∣
∣∇xX·(x)h – ∇xX·(y)h

∣
∣q
Hq

η(q)

≤ sup
|h|=

cq

(∫ ∞


s–αe(ω+η(q))s ds

) q

(∫ ∞


e(η(q)+ω)ssq′(α–) ds

) q
q′ (∫ ∞


e(η(q)+ω)s ds + 

)

× E
∫ ∞


eqη(q)σ ∣

∣
(∇xG

(
Xσ (x)

)∇xXσ (x) – ∇xG
(
Xσ (y)

)∇xXσ (y)
)
h
∣
∣q dσ

≤ sup
|h|=

cq

(∫ ∞


s–αe(ω+η(q))s ds

) q

(∫ ∞


e(η(q)+ω)ssq′(α–) ds

) q
q′ (∫ ∞


e(η(q)+ω)s ds + 

)

× E
∫ ∞


eqη(q)σ [∣

∣
(∇xXσ (x) – ∇xXσ (y)

)
h
∣
∣q

+
∣
∣
(∇xG

(
Xσ (x)

)
– ∇xG

(
Xσ (y)

))∇xXσ (y)h
∣
∣q]dσ .

Letting η(q) be sufficiently small such that cq(
∫ ∞

 s–αe(ω+η(q))s ds)
q
 (

∫ ∞
 e(η(q)+ω)s ×

sq′(α–) ds)
q
q′ (

∫ ∞
 e(η(q)+ω)s ds + ) < , we find that

∣
∣∇xX·(x) – ∇xX·(y)

∣
∣q
L(C;Hq

η(q))

≤ cq sup
|h|=

E
∫ ∞


eqη(q)σ ∣

∣
(∇xG

(
Xσ (x)

)
– ∇xG

(
Xσ (y)

))∇xXσ (y)h
∣
∣q dσ

≤ cq

λ
E

∫ ∞


eqη(q)σ ∣

∣∇xG
(
Xσ (x)

)
– ∇xG

(
Xσ (y)

)∣
∣p
L(C;L(�;H)) dσ
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+ cqλ sup
|h|C=

E
∫ ∞


eqη(q)σ ∣

∣∇xXσ (y)h
∣
∣p
C dσ

≤ cq

λ
E

∫ ∞


eqη(q)σ ∣

∣∇xG
(
Xσ (x)

)
– ∇xG

(
Xσ (y)

)∣
∣p
L(C;L(�;H)) dσ + cqλ.

Since x → X·(x) is continuous from C to Hq
η(q), if we assume x → y, then there exists

a subsequence {xn} such that X·(xn) → X·(y), P-a.s. As ∇xG(x) is continuous in x and
|(∇xG(Xσ (x)) – ∇xG(Xσ (y)))|p

L(C;L(�,H)) ≤ (L)p, by the dominated convergence theorem,
we have

lim
n→∞

∣
∣∇xX·(xn) – ∇xX·(y)

∣
∣q
L(C;Hq

η(q)) = .

Let us assume that there exists a subsequence {xm} such that

lim
m→∞

∣
∣∇xX·(xm) – ∇xX·(y)

∣
∣p
L(C;Hq

η(q)) 
= .

Then there exists a subsequence {xmk } of {xm} and a constant ε >  such that

∣
∣∇xX·(xmk ) – ∇xX·(y)

∣
∣p
L(C;Hq

η(q)) > ε.

On the other hand, by a similar procedure, there exist a subsequence {xmkl
} of {xmk } such

that

lim
l→∞

∣
∣∇xX·(xmkl

) – ∇xX·(y)
∣
∣p
L(C;Hq

η(q)) = .

It is a contradiction. Thus we obtain

lim
x→y

∣
∣∇xX·(x) – ∇xX·(y)

∣
∣p
L(C;Hq

η(q)) = .

The proof is finished. �

4 The backward-forward system
In this section we consider the system of stochastic differential equations, P-a.s.,

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

X(s) = esAx() +
∫ s

 e(s–σ )AF(Xσ ) dσ +
∫ s

 e(s–σ )AG(Xσ ) dW (σ ), s ∈ [,∞),

X = x ∈ C,

Y (s) – Y (T) +
∫ T

s Z(σ ) dW (σ ) + λ
∫ T

s Y (σ ) dσ

=
∫ T

s ψ(Xσ , Y (σ ), Z(σ )) dσ ,  ≤ s ≤ T < ∞.

(.)

We make the following assumptions.

Hypothesis .
(i) The mapping ψ : C × K × L(�, K) → K is continuous and, for some L > , μ ∈ R,

and m ≥ ,

∣
∣ψ(x, y, z) – ψ(x, y, z)

∣
∣ ≤ L|y – y| + L|z – z|,
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∣
∣ψ(x, y, z)

∣
∣ ≤ L

(
 + |x|mC + |y| + |z|),

〈
ψ(s, x, y, z) – ψ(s, x, y, z), y – y

〉

K ≥ μ|y – y|

for every x ∈ C , y, y, y ∈ K , z, z, z ∈ L(�, K).
(ii) The map ψ(·, ·, ·) ∈ C(C × R × L(�, R); R) and there exist L >  and m ≥  such that

∣
∣∇xψ(x, y, z)h

∣
∣ ≤ L|h|C

(
 + |x|C + |y|)m(

 + |z|)

for every x, h ∈ C , y ∈ R, and z ∈ L(�, R).

For the backward-forward system (.) we have the following basic result (see Proposi-
tion . and Proposition . in []).

Theorem . Assume that Hypotheses . and . hold. There exists a constant η(q) such
that, for p ∈ (, +∞), β , and q satisfying

q ≥ p(m + )(m + ), β < η(q)(m + )(m + ), β < , η(q) < , (.)

and for every λ > λ̂ = –(β + μ – L/), the following hold:
(i) For every x ∈ C , there exists a unique solution in Hq

η(q) ×Kp
β of (.), which will be

denoted by (X(·, x), Y (·, x), Z(·, x)). Moreover, Y (x) ∈ Lp
P (�; Cβ (R)).

(ii) The maps x → X(x), x → (Y (x), Z(x)), x → Y (x) belong to G(C;Hq
η(q)), G(C;Kp

β ),
and G(C; Lp

P(�; Cβ (R))), respectively. Moreover, for every h ∈ C ,
(∇xY (s, x)h,∇xZ(s, x)h) solves the equation, P-a.s.,

∇xY (s, x)h – ∇xY (T , x)h + λ

∫ T

s
∇xY (σ , x)h dσ +

∫ T

s
∇xZ(σ , x)h dW (σ )

= –
∫ T

s
∇xψ

(
Xσ (x), Y (σ , x), Z(σ , x)

)∇xXσ (x)h dσ

–
∫ T

s
∇yψ

(
Xσ (x), Y (σ , x), Z(σ , x)

)∇xY (σ , x)h dσ

–
∫ T

s
∇zψ

(
Xσ (x), Y (σ , x), Z(σ , x)

)∇xZ(σ , x)h dσ , s ∈ [, +∞). (.)

(iii) For every x, h ∈ C , t ≥  there exists a suitable constant c >  independent of x and h
such that

E sup
s≥

epβs∣∣∇xY (s, x)h
∣
∣p + E

(∫ +∞


eβσ

∣
∣∇xY (σ , x)h

∣
∣

) p


+ E
(∫ +∞


eβσ

∣
∣∇xZ(σ , x)h

∣
∣

) p


≤ c|h|pC
(
 + |x|m

C
)p. (.)

Theorem . Under the assumptions of Theorem ., we have

lim
x→x

sup
|h|=

E sup
s≥

e–pλs∣∣∇xY (s, x)h – ∇xY
(
s, x)h

∣
∣p = . (.)
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Proof Setting ∇xY λ(s) = e–λs∇xY (s) and ∇xY λ(s) = e–λs∇xY (s), by the Itô formula, (.) is
equivalent to

∇xY λ(s, x)h – ∇xY λ(T , x)h +
∫ T

s
∇xZλ(σ , x)h dW (σ )

= –
∫ T

s
∇xψ

(
σ , Xσ (x), Y (σ , x), Z(σ , x)

)
e–λσ ∇xXσ (x)h dσ

–
∫ T

s
∇yψ

(
σ , Xσ (x), Y (σ , x), Z(σ , x)

)
e–λσ∇xY (σ , x)h dσ

–
∫ T

s
∇zψ

(
σ , Xσ (x), Y (σ , x), Z(σ , x)

)
e–λσ ∇xZ(σ , x)h dσ ,  ≤ s ≤ T < +∞.

For every T > , we can show that, for a suitable constant cp >  depending only on p,

lim
x→x

sup
|h|=

E sup
s≥

e–pλs∣∣∇xY (s, x)h – ∇xY
(
s, x)h

∣
∣p

≤ cp lim
x→x

sup
|h|=

E
∣
∣∇xY λ(T , x)h – ∇xY λ

(
T , x)h

∣
∣p.

On the other hand, for every ε > , letting T be large enough, by estimate (.) we see that

sup
|h|=

E
∣
∣∇xY λ(T , x)h – ∇xY λ

(
T , x)h

∣
∣p

= sup
|h|=

Ee–pλT ∣
∣∇xY (T , x)h – ∇xY

(
T , x)h

∣
∣p <

ε

cp
.

Therefore,

lim
x→x

sup
|h|=

E sup
s≥

e–pλs∣∣∇xY (s, x)h – ∇xY
(
s, x)h

∣
∣p = .

The proof is finished. �

Corollary . Assume that Hypotheses . and . hold. Then the function vN (x) =
Y N (, x) belongs to C(C; R) and there exists a constant C >  independent of N such that
|∇xvN (x)h| ≤ C|h|C( + |x|m

C ) for all x, h ∈ C .
Moreover, for every x ∈ C , we have

Y N (s, x) = vN(
XN

s (x)
)
, P-a.s. for all s ≥ ,

ZN (s, x) = ∇vN
(
XN

s (x)
)
GN(

s, XN
s (x)

)
, P-a.s. for a.e. s ≥ .

(.)

Proof By Theorem . and Theorem ., it is easy to find that vN ∈ C(C; R), and its prop-
erty is a direct consequence of Theorem .. By a similar procedure to Theorem . in
[], we obtain Y N (s, x) = υN (XN

s (x)), P-a.s. for all s ≥ .
For every T > , we consider the joint quadratic variation of Y N (·, x) and the Wiener

process Wei on an internal [, T]. By the backward stochastic differential equation we get

〈
Y N (·, x), Wei

〉

[,T] =
∫ T


ZN (s, x)ei ds.
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From Theorem . it follows that

〈
vN(·, XN

· (x)
)
, Wei

〉

[,T] =
∫ T


∇vN

(
s, XN

s (x)
)
GN(

s, XN
s (x)

)
ei ds.

By the arbitrariness of T , we obtain

ZN (s, x) = ∇vN
(
s, XN

s (x)
)
GN(

s, XN
s (x)

)
, P-a.s. for a.e. s ≥ . �

Theorem . Let us assume that Hypotheses . and . hold true. In addition, we assume
that

lim
N→∞ sup

|v|=

∣
∣∇xG(x)v – ∇xGN (x)v

∣
∣
L(�;H) = . (.)

Then, for every p > , we have

lim
N→∞ sup

|v|=
E sup

s≥
e–pλs∣∣∇xY (s, x)h – ∇xY N (s, x)h

∣
∣p = , (.)

in particular, we find that

lim
N→∞

∣
∣∇xY (, x) – ∇xY N (, x)

∣
∣p = . (.)

Proof The proof is very similar to Theorem ., so we omit it. �

Now we are in a position to prove the main result of this section.

Theorem . Assume that Hypotheses . and . hold, and let (.) hold true. Then
the function v(x) = Y (, x) belongs to C(C; R) and there exists a constant C >  such that
|∇xv(x)h| ≤ C|h|C( + |x|m

C ) for all x ∈ C and h ∈ C . Moreover, for every x ∈ C , we have

Y (s, x) = v
(
s, Xs(x)

)
, P-a.s. for all s ≥ ,

Z(s, x) = ∇v
(
Xs(x)

)
G

(
Xs(x)

)
, P-a.s. for a.e. s ≥ .

(.)

Proof By a similar procedure to Corollary ., we can show the statements except (.).
It follows from (.) and (.) that

lim
N→∞

∣
∣∇xvN (x) – ∇xv(x)

∣
∣ = , lim

x→x

∣
∣∇xv(x) – ∇xv

(
x)∣∣ = .

Consequently,

lim
N→∞

∣
∣∇v

(
Xs(x)

)
G

(
Xs(x)

)
– ∇vN

(
XN

s (x)
)
GN(

XN
s (x)

)∣
∣

≤ lim
N→∞ c

(
 + |x|m

C
)∣
∣G

(
Xs(x)

)
– GN(

XN
s (x)

)∣
∣

+ lim
N→∞

∣
∣G

(
Xs(x)

)∣
∣
∣
∣∇xv

(
Xs(x)

)
– ∇xvN(

XN
s (x)

)∣
∣

= , P-a.s. (.)
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Since

lim
N→∞

∣
∣Z(·, x) – ZN (·, x)

∣
∣
Lp
P (�;L

β (L(�,R))) = ,

we see that, for every T > , there exists a subsequence {Nk} such that

lim
k→∞

ZNk (s, x) = Z(s, x), P-a.s. for a.e. s ∈ [, T].

By (.) and (.) we deduce that

∇v
(
Xs(x)

)
G

(
Xs(x)

)

= lim
k→∞

∇vNk
(
XNk

s (x)
)
GNk

(
XNk

s (x)
)

= lim
k→∞

ZNk (s, x) = Z(s, x), P-a.s. for a.e. s ∈ [, T].

By the arbitrariness of T , we have

Z(s, x) = ∇v
(
Xs(x)

)
G

(
Xs(x)

)
, P-a.s. for a.e. s ≥ .

The proof is finished. �

5 Mild solution of the Kolmogorov equation
Let X(·, x) denote the unique solution of (.). We denote by B(C) the set of measurable
functions φ : C → R with polynomial growth. The transition semigroup Ps is defined for
arbitrary φ ∈ B(C) by the formula

Ps[φ](x) = Eφ
(
Xs(x)

)
, x ∈ C.

We study a generalization of the Kolmogorov equation of the following form:

Lv(x) – λv(x) = ψ
(
x, v(x),∇v(x)G(x)

)
, x ∈ C, x() ∈ D(A), (.)

where

L[φ](x) = S(φ)(x) +
〈
Ax() + F(x),∇xφ(x)

〉
+




∞∑

i=

∇
x φ(x)

(
G(x)ei, G(x)ei

)
,

{ei}∞i= denotes a basis of �.

Definition . We say a function v : C → R is a mild solution of the nonlinear Kolmogorov
equation (.), v ∈ G(C; R), if there exist some constants C > , q ≥  such that

∣
∣v(x)

∣
∣ ≤ C

(
 + |x|)q,

∣
∣∇xv(x)h

∣
∣ ≤ C|h|( + |x|)q, x, h ∈ C, (.)

and the following equality holds true, for every x ∈ C and T ≥ :

v(x) =
∫ T


e–λsPs

[
ψ

(·, v(·),∇v(·)G(·))](x) ds + e–λT PT [v](x). (.)
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Theorem . Assume that Hypotheses . and . hold, and let (.) hold true. Then there
exists λ̂ ∈ R such that, for every λ > λ̂, the nonlinear stationary Kolmogorov equation (.)
has a unique mild solution v. The function v coincides with the one introduced in Theo-
rem ..

Proof (Existence) Let v be the function defined in Theorem .. Then v has the regularity
properties stated in Definition .. It remains to prove that equality (.) holds true. By
Theorem . we have

Ps
[
ψ

(·, v(·),∇v(s, ·)G(s, ·))](x)

= E
[
ψ

(
Xs(x), v

(
Xs(x)

)
,∇v

(
Xs(x)

)
G

(
Xs(x)

))]

= Eψ
(
Xs(x), Y (s, x), Z(s, x)

)
.

Thus
∫ T


Ps

[
ψ

(·, v(·),∇v(·)G(·))](x) ds = E
∫ T


ψ

(
Xs(x), Y (s, x), Z(s, x)

)
ds. (.)

Applying the Itô formula to the backward equation in (.) gives

Y (, x) – e–λT Y (T , x) +
∫ T


e–λσ Z(σ , x) dW (σ )

=
∫ T


e–λσ ψ

(
Xσ (x), Y (σ , x), Z(σ , x)

)
dσ .

Taking the expectation and applying (.) we obtain the equality (.).
(Uniqueness) Let v be a mild solution of (.), by (.) we have, for every x ∈ C ,  ≤ s ≤ T ,

v(x) = e–λ(T–s)PT–s[v](x) + E
∫ T–s


e–λσ Pσ

[
ψ

(·, v(·),∇v(·)G(·))](x) dσ .

By the Markov property of X, we obtain

v
(
Xs(x)

)
= e–λ(T–s)E

[
v
(
XT (x)

)|Fs
]

+
∫ T–s


e–λσ E

[
ψ

(
Xσ+s(x), v

(
Xσ+s(x)

)
,∇v

(
Xσ+s(x)

)
G

(
Xσ+s(x)

))|Fs
]

dσ ,

then by a change of variable, we have

e–λsv
(
Xs(x)

)
= e–λT E

[
v
(
XT (x)

)|Fs
]

+
∫ T

s
e–λσ E

[
ψ

(
Xσ (x), v

(
Xσ (x)

)
,∇v

(
Xσ (x)

)
G

(
Xσ (x)

))|Fs
]

dσ

= E[ξ |Fs] –
∫ s


e–λσψ

(
Xσ (x), v

(
Xσ (x)

)
,∇v

(
Xσ (x)

)
G

(
Xσ (x)

))
dσ ,

where

ξ = e–λT v
(
XT (x)

)
+

∫ T


e–λσψ

(
Xσ (x), v

(
Xσ (x)

)
,∇v

(
Xσ (x)

)
G

(
Xσ (x)

))
dσ .
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Now let T >  be fixed, then by the representation theorem (see Proposition . in []),
there exists Z̃ ∈ L

P (� × [, T],�) such that E[ξ |Fs] = v(x) +
∫ s

 Z̃(σ ) dW (σ ), s ∈ [, T].
Therefore, by the Itô formula, we find that

v
(
Xs(x)

)
= v(x) +

∫ s


eλσ Z̃(σ ) dW (σ ) + λ

∫ s


v
(
Xσ (x)

)
dσ

–
∫ s


ψ

(
Xσ (x), v

(
Xσ (x)

)
,∇v

(
Xσ (x)

)
G

(
Xσ (x)

))
dσ . (.)

By Theorem . and Theorem . we have 〈v(X·(x)), Wei〉[,T ′] =
∫ T ′

 ∇v(Xσ (x))G(Xσ (x)) ×
ei dσ for every T ′ ∈ [, T). Hence, eλσ Z̃(σ ) = ∇v(Xσ (x))G(Xσ (x)), P-a.s., and equality (.)
can be rewritten as

v
(
Xs(x)

)
= v(x) +

∫ s


∇v

(
Xσ (x)

)
G

(
Xσ (x)

)
dW (σ ) + λ

∫ s


v
(
Xσ (x)

)
dσ

–
∫ s


ψ

(
Xσ (x), v

(
Xσ (x)

)
,∇v

(
Xσ (x)

)
G

(
Xσ (x)

))
dσ .

By the arbitrariness of T , we see that the pairs (Y (s, x), Z(s, x)) and (v(Xs(x)),
∇v(Xs(x))G(Xs(x))), s ≥ , solve the same backward stochastic differential equation in
(.). By uniqueness, we have Y (s, x) = v(Xs(x)), s ≥ . Setting s =  we show Y (, x) = v(x).
The proof is finished. �

6 Application to optimal control
In this section we study the controlled state equation:

⎧
⎨

⎩

dXu(s) = AXu(s) ds + F(Xu
s ) ds + G(Xu

s )R(Xu
s , u(s)) ds + G(Xu

s ) dW (s), s ≥ ,

Xu
 = x.

(.)

The solution of the above equation will be denoted by Xu(s, x) or simply by Xu(s). Our aim
is to minimize the cost functional

J(u) = E
∫ +∞


e–λσ g

(
Xu

σ , u(σ )
)

dσ , (.)

over all the admissible control system.
We formulate the optimal control problem in the weak sense following the approach

of []. By an admissible control system we mean (�,F , {Ft}t≥, P, W , u, Xu), where
(�,F , {Ft}t≥, P) is a filtered probability space satisfying the usual conditions, W is a
cylindrical P-Wiener process with values in �, adapted to the filtration {Ft}t≥. u is an
Ft-predictable process with values in U , Xu denotes a mild solution of (.). An admissi-
ble control system will be briefly denoted by (W , u, Xu) in the following.

We define in a classical way the Hamiltonian function relative to the optimal control
problem: for every x ∈ C , z ∈ �,

ψ(x, z) = inf
{

g(x, u) + zR(x, u) : u ∈ U
}

, (.)

and the corresponding, possibly empty, set of minimizers

�(x, z) =
{

u ∈ U , g(x, u) + zR(x, u) = ψ(x, z)
}

.
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We are now ready to formulate the assumptions we need.

Hypothesis .
(i) A, F , and G verify Hypothesis ., moreover, G satisfies (.).

(ii) (U ,U ) is a measurable space. The map g : C×U → R is continuous and satisfies
|g(x, u)| ≤ Kg( + |x|mg

C ) for suitable constants Kg > , mg > , and every x ∈ C ,
u ∈ U . The map R : C×U → � is measurable and |R(x, u)| ≤ LR for suitable
constants LR >  and every x ∈ C , u ∈ U .

(iii) The Hamiltonian ψ defined in (.) satisfies the requirements of Hypothesis .
(with K = R).

(iv) We fix p > , q, and β <  satisfying (.), and such that q > mg .

We are in a position to prove the main result of this section.

Theorem . We assume that Hypothesis . holds true and λ verifies

λ >
(

–δ – μ +
L

R


)

∨
(

–δ +
L

R
(p – )

)

∨
(

L
Rmg

(q – mg)
– η(q)mg

)

, (.)

and suppose that the set-valued map � has non-empty values and it admits a measurable
selection � : C × � → U . Let υ denote the function in the statement of Theorem .. Then
for all admissible control systems we have J(u) ≥ υ(x) and the equality holds if and only if

u(s) = �
(
Xu

s ,∇v(Xs)G(Xs)
)
, P-a.s. for almost every s ≥ . (.)

Moreover, the closed loop equation

⎧
⎪⎪⎨

⎪⎪⎩

dX(s) = AX(s) ds + F(Xs) ds

+ G(Xs)(R(Xs,�(Xs,∇v(Xs)G(Xs))) ds + dW (s)), s ≥ ,

X = x,

(.)

admits a weak solution (�,F , {Ft}t≥, P, W , X) which is unique in law and setting

u(s) = �
(
Xs,∇v(Xs)G(Xs)

)
,

we get an optimal admissible control system (W , u, X).

Proof We consider (.) in the probability space (�,F , P) with filtration {Ft}t≥ and with
an {Ft}t≥-cylindrical Wiener process {W (t), t ≥ }. Let us define

W u(s) = W (s) +
∫ s

t∧s
R
(
σ , Xu

σ , u(σ )
)

dσ , s ∈ [,∞)

and

ρ(T) = exp

(∫ T

t
–R∗(s, Xu

s , u(s)
)

dW (s) –



∫ T

t

∣
∣R

(
s, Xu

s , u(s)
)∣
∣ ds

)

.



Zhou Journal of Inequalities and Applications  (2015) 2015:250 Page 20 of 23

Let Pu be the unique probability on F[,∞) such that

Pu|FT = ρ(T)P|FT .

We note that under Pu, the process W u is a Wiener process. Let us denote by {Fu
t }t≥ the

filtration generated by W u and completed in the usual way. Relatively to W u, (.) can be
rewritten

⎧
⎨

⎩

dXu(s) = AXu(s) ds + F(s, Xu
s ) ds + G(s, Xu

s ) dW u(s), s ∈ [,∞),

Xu
 = x.

In the space (�,F[,∞), {Fu
t }t≥, Pu), we consider the system of forward-backward equa-

tions
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Xu(s) = e(s)Ax() +
∫ s

 e(s–σ )AF(Xu
σ ) dσ +

∫ s
 e(s–σ )AG(Xu

σ ) dW u(σ ), s ∈ [,∞),

Xu
 = x ∈ C,

Y u(s) – Y u(T) +
∫ T

s Zu(σ ) dW u(σ ) + λ
∫ T

s Y u(σ ) dσ

=
∫ T

s ψ(Xu
σ , Zu(σ )) dσ ,  ≤ s ≤ T .

(.)

Applying the Itô formula to e–λsY u(s) and writing the backward equation in (.) with
respect to the process W we get

Y u() +
∫ T


e–λσ Zu(σ ) dW (σ )

=
∫ T


e–λσ

[
ψ

(
Xu

σ , Zu(σ )
)

– Zu(σ )R
(
Xu

σ , u(σ )
)]

dσ + e–λT Y u(T). (.)

Recalling that R is bounded, we have, for all r ≥  and some constant C,

Eu[ρ(T)–r] = Eu
[

exp r
(∫ T


R∗(Xu

s , u(s)
)

dW u(s) –



∫ T



∣
∣R

(
Xu

s , u(s)
)∣
∣ ds

)]

= Eu
[

exp

(∫ T


rR∗(Xu

s , u(s)
)

dW u(s) –



∫ T


r∣∣R

(
Xu

s , u(s)
)∣
∣ ds

)

× exp
r(r – )



∫ T



∣
∣R

(
Xu

s , u(s)
)∣
∣ ds

]

≤ e

 r(r–)TL

R Eu exp

(∫ T


R∗(Xu

s , u(s)
)

dW u(s) –



∫ T



∣
∣R

(
Xu

s , u(s)
)∣
∣ ds

)

= e

 r(r–)TL

R .

It follows that

E
(∫ T



∣
∣e–λsZu(s)

∣
∣ ds

) 


= Eu
[(∫ T



∣
∣e–λsZu(s)

∣
∣ ds

) 

ρ(T)–

]

≤
(

Eu
∫ T



∣
∣e–λsZu(s)

∣
∣ ds

) 
 (

Euρ(T)–) 


< ∞.
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We see that the stochastic integral in (.) has zero expectation. If we take the expectation
with respect to P in (.), we obtain

e–λT EY u(T) – Y u() = E
∫ T


e–λσ

[
–ψ

(
Xu

σ , Zu(σ )
)

+ Zu(σ )R
(
Xu

σ , u(σ )
)]

dσ .

By Theorem ., Y u(·, x) ∈ Lp
P (�; Cβ (R)), so that

Eu∣∣Y u(T , x)
∣
∣p ≤ C exp(–pβT).

By the Hölder inequality we see that, for suitable constants C > ,

E
∣
∣Y u(T , x)

∣
∣ = Eu(ρ–(T)

∣
∣Y u(T , x)

∣
∣
)

≤ [
Eu(ρ

– p
p–

)] p–
p

[
Eu(∣∣Y u(T , x)

∣
∣p)] 

p

≤ Ce(
L

R
(p–) –β)T .

By Theorem . we obtain Eu sups≥t eη(q)qs|Xu
s |q < ∞, by a similar process, we find that

E
∣
∣Xu

T
∣
∣mg ≤ Ce(L

Rmg (q–mg )––η(q)mg )T

for suitable constants C > , and

E
∫ ∞

t
e–λσ

∣
∣g

(
Xu

σ , u(σ )
)∣
∣dσ < ∞.

Since Y u(, x) = υ(x) and Zu(s, x) = ∇v(Xu
s (x))G(Xu

s (x)), P-a.s. for a.a. s ∈ [,∞) we have

e–λT EY u(T) – v(x) = E
∫ T


e–λσ

[
–ψ

(
Xu

σ ,∇v
(
Xu

σ (x)
)
G

(
Xu

σ (x)
))

+ ∇v
(
Xu

σ (x)
)
G

(
Xu

σ (x)
)
R
(
Xu

σ , u(σ )
)]

dσ .

Thus adding and subtracting E
∫ ∞

 e–λσ g(Xu
σ , u(σ )) dσ and letting T → ∞, we conclude

that

J(u) = υ(x) + E
∫ ∞


e–λσ

[
–ψ

(
Xu

σ ,∇v
(
Xu

σ (x)
)
G

(
Xu

σ (x)
))

+ ∇v
(
Xu

σ (x)
)
G

(
Xu

σ (x)
)
R
(
Xu

σ , u(σ )
)

+ g
(
Xu

σ , u(σ )
)]

dσ .

It implies that J(u) ≥ υ(x) and that the equality holds true if and only if (.) holds true.
(Uniqueness) Let X be a weak solution of (.) in an admissible set-up (�,F , {Ft}t≥,

P, W ). We define

ρ(T) = exp

(∫ T


–R∗(Xσ ,�

(
Xσ ,∇v(Xσ )G(Xσ )

))
dW (σ )

–



∫ T



∣
∣R

(
Xσ ,�

(
Xσ ,∇v(Xσ )G(Xσ )

))∣
∣ dσ

)

.
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Since R is bounded, the Girsanov theorem ensures that there exists a probability measure
P such that the process

W (s) = W (s) +
∫ s


R
(
Xσ ,�

(
Xσ ,∇v(Xσ )G(Xσ )

))
dσ , s ∈ [,∞),

is a P-Wiener process and

P|FT = ρ(T)P|FT .

We denote by {F
t }t≥ the filtration generated by W  and completed in the usual way. In

(�,F[,∞), {F
t }t≥, P), X is a mild solution of

⎧
⎨

⎩

dX(s) = AX(s) ds + F(Xs) ds + G(Xs) dW (s), s ∈ [,∞),

X = x

and

ρ(T) = exp

(∫ T


–R∗(Xσ ,�

(
Xσ ,∇v(Xσ )G(Xσ )

))
dW (σ )

+



∫ T



∣
∣R

(
Xσ ,�

(
Xσ ,∇v(Xσ )G(Xσ )

))∣
∣ dσ

)

.

Note the joint law of X and W  is uniquely determined by A, F , G, and x. Taking into
account the above formula, we conclude that the joint law of X and ρ(T) under P is also
uniquely determined, and consequently so is the law of X under P. This completes the
proof of the uniqueness part.

(Existence) Let (�,F , P) be a given complete probability space. {W (t), t ≥ } is a cylin-
drical Wiener process on (�,F , P) with values in �, {Ft}t≥ is the natural filtration of
{W (t), t ≥ }, augmented with the family of P-null sets. Let X(·) be the mild solution of

⎧
⎨

⎩

dX(s) = AX(s) ds + F(Xs) ds + G(Xs) dW (s), s ∈ [,∞),

X = x,
(.)

and by the Girsanov theorem, let P be the probability on � under which

W (s) = W (s) –
∫ s


R
(
Xσ ,�

(
Xσ ,∇v(Xσ )G(Xσ )

))
dσ

is a Wiener process (notice that R is bounded). Then X is the weak solution of (.) relative
to the probability P and the Wiener process W . The proof is completed. �
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