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1 Introduction
Recently, since the study of the sensitivity (analysis) of solutions for variational inclusion
(operator equation) problems involving strongly monotone and relaxed cocoercive map-
pings under suitable second order and regularity assumptions is an increasing interest,
there are many motivated researchers basing their work on the generalized resolvent op-
erator (equation) techniques, which is used to develop powerful and efficient numerical
techniques for solving (mixed) variational inequalities, related optimization, control the-
ory, operations research, transportation network modeling, and mathematical program-
ming problems. It is well known that the project technique and the resolvent operator
technique can be used to establish an equivalence between (mixed) variational inequali-
ties, variational inclusions, and resolvent equations. See, for example, [1-35] and the ref-
erences therein.

In this paper, we consider the following system of (A, , m)-proximal operator equations:
For each fixed (w,A) € 2 x A, find (z,t), (x,y) € H1 x H, such that u € S(x, w) and

E(,y,0) + o Ryy " (2) = 0

. (1.1)
F(u,y, 1) + Q’lel’zf‘)‘)(t) =0,
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where © and A are two nonempty open subsets of real Hilbert spaces H; and H;, in which
the parameter w and A take values, respectively, S: H; x Q — 2% is a set-valued opera-
tor, E:Hy X Ho x Q> Hy, F:Hy X Hao X A= Hy, f: Hi X Q— Hy, g:Ho x A — Hy,
m:Hi x Hy x Q — Hy, and ny : Hy X Hy X A — H; are nonlinear single-valued op-
erators, Ay : Hy — Hy, Ay i Ho — Hoy M Hy x Hy x @ — 2M and N : Hy x Hy x
A — 272 are any nonlinear operators such that for all (z,Q) € H; x Q, M(-,z ) :
H, — 2™ is an (A}, n1, m1)-monotone operator with f(H1,w) N dom(M(-,z, @) # @ and
for all (£,A) € Hy X A, N(-, £, 1) : Hy — 272 is an (Az,nz,mz) monotone operator with
g(Ha, )N dom(N (¢t A)) 7! @, respectively, RM =I-A (] )) I is the identity oper-

ator, Ry ™ = - A, (1)), 41005 (2)) = AIUM;”’ )(2), AZ(JQ 1) = A0 ")),
I < (A + M-, ) and Tl = (Ay +0N(,y,0)) forall v,z € Hi, 9.t € Ha, and
(w, 1) € 2 x A.

For appropriate and suitable choices of S, E, F, M, N, f, g, A;, ni> and H,; for i = 1,2,
one sees that problem (1.1) is a generalized version of some problems, which includes a
number (systems) of (parametric) quasi-variational inclusions, (parametric) generalized
quasi-variational inclusions, (parametric) quasi-variational inequalities, (parametric) im-
plicit quasi-variational inequalities studied by many authors as special cases; see, [1, 2, 5,

6, 8,10-13,15-21, 25, 28, 32—35] and the references therein.

Example 1.1 If S: H; x  — H; is a single-valued operator, then for each fixed (w, 1) €
Q2 x A, problem (1.1) reduces to the following problem of finding (x,7), (z,£) € Hi x Ha
such that:

E(x,y,w) + p~ R (5) =
(0.5, 0)+ PR, 4; 1.2)

F(S(x,w),5,A) + Q‘IRZZ';"\ () =0.

Example 1.2 If Hy =Hy =H, A1 =A,=A,S=1,E=F, M=N,x=yand w = A, then
problem (1.2) reduces to finding x,z € H such that

E(x,x,w) 1RM w0)(7) = (1.3)

Problem (1.3) is equivalent to the following nonlinear equation:

2=, z=A() - pE(x,x,0),

which can be rewritten as the following generalized strongly monotone mixed quasi-

variational inclusion:
0 € E(x,x, w) + M(x,x, w),

and studied by Verma [34, 35] when M is A-monotone and (A4, n)-monotone with respect
to first variable.

Example 1.3 ([36]) Let H be a real Hilbert space and M : dom(M) C H — H be an op-
erator on H such that M is monotone and R(I + M) = H. Then based on the Yosida ap-
proximation M, = %(1 — (I + pM)™), for each given uy € dom(M), there exists exactly one
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continuous function « : [0,1) — H such that the following first-order evolution equation:

u'(t) + Mu(t)=0, 0<t<oo,
u(0) = uo,

where the derivative u/(¢) exists in the sense of weak convergence, that is,

u(t +h) —u(t) N

? u(t) ash—0

holds for all ¢ € (0, c0).

On the other hand, Lan [27] introduced a new concept of (A4, n)-monotone operators,
which generalizes the (H,n)-monotonicity and A-monotonicity in Hilbert spaces and
other existing monotone operators as special cases, and studied some properties of (4, )-
monotone operators and applied resolvent operators associated with (4, n)-monotone op-
erators to approximate the solutions of a new class of nonlinear (4, n)-monotone operator
inclusion problems with relaxed cocoercive operators in Hilbert spaces. Lan et al. [29] and
Verma [34] introduced and studied a new class of parametric generalized relaxed coco-
ercive implicit quasi-variational inclusions with A-monotone operators, respectively. By
using the parametric implicit resolvent operator technique for A-monotone, we analyzed
solution sensitivity for this kind of generalized relaxed cocoercive inclusions in Hilbert
spaces. In [31, 35], based on the (4, )-resolvent operator technique, Verma and Lan intro-
duced and investigated a sensitivity analysis for a class of generalized strongly monotone
variational inclusions in Hilbert spaces, respectively. Furthermore, using the concept and
technique of resolvent operators, Agarwal et al. [2] and Jeong [19] introduced and studied
a new system of parametric generalized nonlinear mixed quasi-variational inclusions in a
Hilbert space and in L, (p > 2) spaces, respectively.

In this paper, we shall generalize the resolvent equations by introducing (A, n, m)-
proximal operator equations in Hilbert spaces and establish a relationship between a class
of parametric (A, n, m)-monotone variational inclusion systems and a class of generalized
nonlinear parametric (4, n, m)-proximal operator system of equations. Further, we study
sensitivity analysis of the solution set for the system (1.1) of (A4, n, m)-proximal operator
equations with non-monotone set-valued operators in Hilbert spaces.

Our results improve and generalize the results on the sensitivity analysis for generalized
nonlinear mixed quasi-variational inclusions [2, 9, 22, 29, 33-35] and others. For more
details, we recommend [4, 7, 10, 13, 14, 16, 17, 23, 24, 26, 32].

2 Preliminaries
In the sequel, let A be a nonempty open subset of a real Hilbert space H in which the
parameter A take values.

Definition 2.1 An operator T: H x H x A — H is said to be
(i) m-relaxed monotone in the first argument if there exists a positive constant m such
that

(T u,2) = T, u, ), x - y) = —mllx -y

forall (x,y,u,A) e H x H X H x A;
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(i) s-cocoercive in the first argument if there exists a constant s > 0 such that
(T(x, u, M) = T(y,u, 1), x —y) > s” T(x,u,X) — T(y,u,A) ||2

forall (x,y,u,A) e H x H X H x A;
(iii) y-relaxed cocoercive with respect to A in the first argument if there exists a
positive constant y such that

(T@x,u,1) = T u, 1), A®) = AW)) > =y | T u,2) = T(y,u,1)|°

forall (x,y,u,.) € H X H x H X A;
(iv) (e,a)-relaxed cocoercive with respect to A in the first argument if there exist

positive constants € and « such that

2
+elx—yl

(TG, ,0) = T(y,1,0), A(x) — A(Y)) = —| T, 16,) = T(y,,2) |

forall (x,y,u,1) e H x H x H x A.
In a similar way, we can define (relaxed) cocoercivity of the operator 7(-,-,-) in the sec-
ond argument.

Definition 2.2 An operator T : H x H x A — H is said to be p-Lipschitz continuous in
the first argument if there exists a constant > 0 such that

| TG ur) = Thu )| <ple—yl, Y@yud) e H x HxHxA.

In a similar way, we can define Lipschitz continuity of the operator T(, -, -) in the second
and third argument.

Definition 2.3 Let F: H x A — 27 be a multi-valued operator. Then F is said to be
-H-Lipschitz continuous in the first argument if there exists a constant 7 > 0 such
that

H(F(x, 1), F, 1)) < tllx—yl, Ya,yeH,reA,
where H: 2% x 2% — (=00, +00) U {+00} is the Hausdorff metric, i.e.,

(A, B) = max[sup inf fl — y|l, sup inf [|x — | ] VA,B e 2",
yeB xeB YEA

x€A

In a similar way, we can define H-Lipschitz continuity of the operator F(-, -) in the second
argument.

Lemma 2.1 ([37]) Let (X,d) be a complete metric space and Ty, T : X — CB(X) be two
set-valued contractive operators with same contractive constant t € (0,1), i.e.,

H(T;(x), T:(y)) < td(x,y), Vx,ye X,i=12.
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Then

H(E(T), F(T)) < 1% sup HI(T3 (), T(0),

where F(T1) and F(T3) are fixed point sets of T1 and T, respectively.

Definition 2.4 Let A:H — H, n: H x H — H be two single-valued operators. Then
a multi-valued operator M : H — 2™ is called (A, 7, m)-monotone (so-called (4,1n)-
monotonicity [27, 35], (4, n)-maximal relaxed monotonicity [3]) if

(i) M is m-relaxed n-monotone,

(i) (A + pM)(H) ="H for every p > 0.

Remark 2.1 For appropriate and suitable choices of m, A4, n, and H, it is easy to see that
Definition 2.4 includes a number of definitions of monotone operators and monotone
mappings (see [14, 27, 29, 30]).

Proposition 2.1 ([27]) Let A: H — H be a r-strongly n-monotone operator, M : H — 27
be an (A, n)-monotone operator. Then the operator (A + pM)7! is single-valued.

Definition 2.5 Let A : 1 — H be a strictly 7-monotone operator and M : H — 2% be an

(A, n, m)-monotone operator. The resolvent operator ]:; f} : H — H is defined by
]5,’131(”) =(A+pM) (), YueH.

Proposition 2.2 ([27]) Let H be a q-uniformly smooth Banach space and n: H x H — H

be t-Lipschitz continuous, A : H — H be a r-strongly n-monotone operator and M : H —
T
r—pm

2" be an (A, n, m)-monotone operator. Then the resolvent operator ],‘;;& TH— His

Lipschitz continuous, i.e.,

T

e =T < lx=yl, VayeH,

r—pm
where p € (0, ;) is a constant.
In connection with the (A, n, m)-proximal operator equations system (1.1), we consider the

following generalized parametric (A, n, m)-monotone variational inclusion system:
For each fixed (w,A) € Q x A, find (x,y) € Hi1 x Hy such that u € S(x, w) and

0 € E(x,y, w) + M(x,x, w),
0e F(u,y; )‘-) +N()/,y, )‘-)'

2.1)

Remark 2.2 For appropriate and suitable choices of E, F, M, N, S, A;, n;,and H; fori=1,2,
it is easy to see that problem (2.1) includes a number (systems) of (parametric) quasi-
variational inclusions, (parametric) generalized quasi-variational inclusions, (parametric)
quasi-variational inequalities, (parametric) implicit quasi-variational inequalities studied

by many authors as special cases; see, for example, [1-35] and the references therein.
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Now, for each fixed (w,A) € Q x A, the solution set Q(w, 1) of problem (2.1) is denoted
by

Qw, ) = {(z, t,x,y) € Hi x Hy : Ju € S(x, w)
such that E(x,y, ) + p’lRf;I f({’l""”)(z) =0

“1pNCpA) gy _
and F(u,y,A) + 0 Rg[ﬂz () = 0}.
In this paper, our aim is to study the behavior of the solution set Q(w, 1) and the condi-
tions on these operators S, E, F, M, N, 1, 12, A1, A, under which the function Q(w, A) is
continuous or Lipschitz continuous with respect to the parameter (w, 1) € Q2 x A.

3 Sensitivity analysis results
In the sequel, we first transfer problem (2.1) into a problem of finding the parametric fixed

point of the associated (A, n, m)-resolvent operator.

Lemma 3.1 For each fixed (w, 1) € Q X A, an element (x,y) € Q(w, A) is a solution of prob-
lem (2.1) if and only if there are (x,y) € H1 x Hy and u € S(x, ) such that

x=Jpar (Aa(x) = PE(3,0)), 31)

5 =T 2(As(9) ~ 0F (1,9, 1), '
where ];Vﬁ'l’x’w) = (A1 + pM(-,x, )™ and ]g[’f{’zy ")~ (Ay + oN(, 9,A))7! are the correspond-
ing resolvent operator in first argument of an (A1, m1)-monotone operator M(-,-,-), (A2, 12)-
monotone operator N(-, -, ), respectively, A; is an r;-strongly monotone operator for i =1,2
and p,o > 0.

Proof For each fixed (w, 1) € 2 x A, by the definition of the resolvent operators ]ﬁ(“l’x"”) =

(A1 + pM(-, %, )" of M(-,x,w) and ]gﬁf"\) = (Ay + oN(-,9,1))7! of N(-, 9, 1), respectively,
we know that there exist x € H, y € Hy, and u € S(x(w), ) such that (3.1) holds if and only
if

A1(x) — pE(x, y, 0) € A1(x) + pM(x, x, @),

Ay(y) — 0F(u,, 1) € As(y) + oN(3, 0, 1),

0 € E(x,y, w) + M(x,%, @),

0 € F(u,y,A) + Ny, y,A).

It follows from the definition of Q(w, 1) that (x,y) € Q(w, ) is a solution of problem (2.1)
if and only if there exist (x,y) € H1 x Hs, and u € S(x, w) such that equation (3.1) holds. [J

Now, we show that problem (1.1) is equivalent to problem (2.1).
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Lemma 3.2 The problem (1.1) has a solution (z,t,x,y,u) with u € S(x,w) if and only if
problem (2.1) has a solution (x,y,u) with u € S(x, ), where

2=, y=Tn ) (3.2)
and

z=A1(x) — pE(x,y,w),
t=As) - oF(u,y,A).

Proof Let (x,y, u) with u € S(x,w) be a solution of problem (2.1). Then, by Lemma 3.1, it is
a solution of the following system of equations:

x=] ﬁi;x’w) (A1(x) — pE(x, 5, 0)),
QAZ (A2(9) - 0F (1,3, 1)

By using the fact RMC**) = 1 — 4, M)y pNCYA) _ p A(] y'\))and(?)l) we have

A1 A1 0,A2

Ry (A1) = pE(x,y, )
= A (%) - pE(%,y, ®) —Al(]ﬂl”““’) (A1(x) - pE(x, 3, 0)))
= A1(x) — pE(x,y, w) — A1 (x)

= —,OE(x,J’, a))
and

Ryi?™ (A2() - 0F (1,9,))
= A2(9) — 0F (1,3, 1) — As (105 (A2(9) — 0F (1, %, 1)) )
= Ay(9) - 0F (1,9, ) - Ax(y)

= —QF(M,J/, )\);
which imply that

E(x,y,w) + p’lRM("x’w)(z) =0

F(u,9, 2 —1RN( y/\

with z = A;(x) — pE(x,y, ) and t = Ay(y) — oF (u,y, 1), i.e. (z,t,x,y,u) with u € S(x, w) is a
solution of problem (1.1).
Conversely, letting (z,t,x,y, u) with u € S(x, ®) is a solution of problem (1.1), then

PE(%,y,0) = -R05™ ) (2) = A (1057 (2) -

3.3
0F(u,9,1) = =R)S27 (1) = 4,057 () ~ . .
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It follows from (3.2) and (3.3) that
PE(x,3,0) = A1 (/o5 (A1(x) - pE(x,y, 0))) — A1(%) + pE(x, 5, 0),
oF (u,y, 1) = Az( Q’A2 (Az(y oF(u,5,1))) = A2(9) + 0F (u,, 1),

which imply that

Aix) = AL (157 (A1) - pE(x, 3, 0))),

Ar(9) = A2 (1057 (A2 9) - 0F (.9, 1))

and so

= JMC (44 () — pE(x, 3, ),

7= (A2(9) - 0F(,9, 1)),
i.e., (x,y,u) with u € S(x, ) is a solution of problem (2.1). O

Alternative proof Let

z2=A1(x) - pE(x,y,0),  t=Ax(y) - 0F(u,y,1).
Then, by (3.2), we know
x=]M"N),  y =L
and
2= A (N7 @) - pE@y @), t=Ax (oM (0) - 0F (. 1),
Since Al(] ) (7)) = Al(]M( #9))(2) and Az(] (t)) Az(]g y'\))(t), we have

E(xy0)+p 'R () =0, Fu,y,2) +0 'Ry ™Mt

the required problem (1.1). O

We now invoke Lemmas 3.1 and 3.2 to suggest the following sensitivity analysis results
for the system of (A, n, m)-proximal operator equations (1.1).

Theorem 3.1 Let A; : H; — H,; be r;-strongly monotone and s;-Lipschitz continuous for
all i=1,2,S: H; x Q — CB(H,) be K—I:[—Lipschitz continuous in the first variable, M

Hi x Hi x Q — 2™ be (Ay, m1)-monotone with constant m; in the first variable, and N :
Hy x Hy x A — 272 be (A,, ny)-monotone with constant my in the first variable. Let 1, :
Hi1 x Hy1 — Hi be 1i-Lipschitz continuous, ny : Hy X Hy — Hy be ty-Lipschitz continuous,
E:Hy x Hy x Q — Hy be (y1,0q)-relaxed cocoercive with respect to Ay and p,-Lipschitz
continuous in the first variable, F : Hy X Hy x A — Hy be (v, az)-relaxed cocoercive with
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respect to Ay and [1o-Lipschitz continuous in the second variable, and let E be B,-Lipschitz
continuous in the second variable, and F be B;-Lipschitz continuous in the first variable. If

M( w) M
o @ = Jpa @
<vlx-yl, Yxyzo)eH xH xH xQ, (3.4)
(%))
Vois™ @ =Jowy @
< U2||x—y||; V(x,y,Z,)t) S HZ X HZ X HZ X Ar (35)

with v; < 1 for i = 1,2 and there exist constants p € (0, ;1—11), o€ (0, ;l—zz) such that

w2(st - 200 + 2 +2pen ) < (r — prm)* (1 - vy — A2 )2, 36)
B33~ 207 + Q%143 + 2002143) < (s — @y (1 — vy — LY,

then, for each (w,\) € Q X A, the following results hold:
(1) the solution set Q(w, A) of problem (1.1) is nonempty;
(2) Qlw, ) is a closed subset in Hi x H.

Proof In the sequel, from (3.1), we first define operators ®, : H; X Ha x Q x A — H; and
W, :Hy X Hy x 2 x A — H; as follows:

D, (x,5,,1) = ]2 (Ar(x) - pE(x, 3, 0)),

‘I’g(x,y, w, )M) :]QA;% (AZ()/) - QF(M»J’»)\))

(3.7)

for all (x,y,w,A) € Hy x Hy x Q2 X A.

Now, define a norm || - ||; on H; x H; by
[, =Nl + Myl Vixy) € Hy x Ha.

It is easy to see that (H; x Ha, || - [l1) is a Banach space (see [14]). By (3.7), for any given
p >0 and o > 0, define an operator G: H; x Hy x Q x A — 271 x 272 by

Gpo®y,w,A) = {(ép(x,y, w, 1), Wi (x,7, w,k)) tue Sk w),

V(x,y,0,0) € Hi x Hy x 2 x A}

Forany (x,y,w, 1) € Hy x Ha x 2 x A, since S(x, w) € CB(H1), A1, Az, 11, M2, E, F,]j)\ﬁ'l'x'w),

M(-x,1)
J A

Q x A, we prove that G, ,(x, y, w, A) is a multi-valued contractive operator.

are continuous, we have G, , («,y, w, ) € CB(H1 x H,). Now, for each fixed (w, 1) €

In fact, for any (x,y,w,A), (%, 9, w,1) € Hi x Hy x Q@ x A and (a1,a3) € G, o,y 0, 1),
there exists u € S(x, w) such that

ay =M (A, (x) - pE(x,3,0)),

ay) = ]2;(\;%)\) (A2 (y) — QF(M,_)/, )\.))

Page9of 17
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Note that S(x, w) € CB(H,), it follows from Nadler’s result [38] that there exists zz € S(X, w)
such that

llu— ] < (S(x, ), S(%, )) (3.8)
Setting
by =T (A4 - pER, 5, 0)),
by —]QA2 (Az()’) oF(i,,1)),
then we have (b1, b;) € G,,,(%, 7, w, 1). It follows from (3.4) and Proposition 2.2 that
llai — b1l
= 7o (A1) = pEGe 3, ) =Tk (A1(R) = pEG: 5, ) |
| Al’“ “N(A1(x) - pE(x,y,0)) - T Qﬁl"‘”) (41(x) - pE@x,3,0))
+ 755 (AL (x) - pE(, 5, 0)) ~JA ) (A1(3) — pE (R 5, ) |
< llx =l + —— | 4(x) - PE@,5,0) — (413 - pE( 5, ) |
rn —pm
< wylx— &l + rl_p—fl |EG.y,0) - EG.5,0)]
+ _ ||A1 () — A1 (x) - [ (x,y,w) — E(x, ¥, a))] H (3.9)
— pmy
By the assumptions of E, A;, we have
|EG, y,0) - E(%,3, )| < Bally -7l (3.10)
and

| A1) - 41 R) - p[E(x, 3, 0) - EGy,0)] |
< [A@) - 4@ | + 0*|E@. 3, 0) - EGy, )]
- 2p(E(x,y,0) - E®,y, 0), A1 (%) = A1 ()
< A - 4@ + p*|Ex 3 0) - EGry, )|
~2p(~an | E,3,0) — EGo3,0) | + mllx - &)

< (st - 20w+ p°uf + 2ponpa?) I — &I (3.11)
Combining (3.9)-(3.11), we have
llar = bl < Orllx = &I + D lly =y, (3.12)

where

T pBaT
91:v1+7\/Sf—2py1+p2,uf+2pa1,u%, = ————.
rn —pm r — pm;
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Similarly, by the assumptions of S, A,, F, and (3.8), we obtain

llaz — ba ||

= IS (A50) = 0F (u, 3, 1) = 1052 (A2(3) - 0F (0,5, 1) |

< |7 (A30) = 0F (1,9, 1) = 1527 (A2 () - 0F (1,3, 1) |
+ S (A50) - 0F (u,3,)) = 057 (A25) - 0F (1,5, 1)) |
(%)

<wlly -3l + ———— | A20) — 0F (.3, 1) — (A2() — 0F (@, 3, 1) |
Iy —Qmy

f V2||y—5’|| + & ”F(M,y,)\) _F(ﬂh%)")H
ry —ony

T ~ ~ ~ A
+ ——— | A2(9) - As(5) — 0 (F (it 3, 2) — E(i, 5, 1) |
Iy —oniy
< Opllx = x| + Fally - yll, (3.13)
where
PR B A T \/sﬁ — 20y + 0*U3 + 2002143
ry —Qmiy ry —Qniy
It follows from (3.12) and (3.13) that
lar — b1l + llaz — ba|l < (61 + 62)[lx — X|| + (91 + Fo) 1y - H
<o(llx=%l+ly-7), (3.14)
where
o =max{0; + 05,91 + U }.
It follows from condition (3.6) that o < 1. Hence, from (3.14), we get
d((ﬂb a2)7 Gp,g(&r&) (,(),)\,)) = inf (”al - bl” + ”('ZZ - b2||)

(b1,52)€Gp o (B 51,0)

=-0 ”(xry) - (&_j}) ||'
Since (a1,a2) € G, (%, w, A) is arbitrary, we obtain

sup d((a1,a2), Gy (35,0, 1)) < =0 || (%) - (= )].

(a1,a2)€Gp o (x,y,0,1)

By the same argument, we can prove

Sup d((blr bZ)r Gp,g (x’y; , )\-)) S -0 || (x’y) - (52 - 51) || .
(blbe)EGp,g (5515’:”):)»)

It follows from the definition of the Hausdorff metric H on CB(H; x H,) that

A

H(G,o(%,%,®,1), Gy (%5, 0,1)) <o /(%9 - (4.9)|
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for all (x,%,w) € H1 x Hi x Q,(1,5,1) € Ha x Ha X A, ie, G,olx,y,w,A) is a multi-
valued contractive operator, which is uniform with respect to (w,A) € 2 x A. By a fixed
point theorem of Nadler [38], for each (w,A) € 2 x A, G, ,(x,y,»,1) has a fixed point
(x(X), y(1)) € Hi x Ha, i.e., (x,9) € Gy o, ¥, w, 1). By the definition of G, we know that there
exists u € S(x, ) such that (3.1) holds. Thus, it follows from Lemma 3.1 that (x, y, u) with
u € S(x, w) is a solution of problem (2.1). Hence, it follows from Lemma 3.2 that (z, ¢, x, v, 1)
with u € S(x, w) is a solution of problem (1.1). Therefore, Q(w, A) # ¥ for all (w, 1) € 2 x A.

Next, we prove the conclusion (2). For each (w,A) € Q x A, let {(z,, £, %1, Y1)} C Qw, A)
and z, — zo, t, = to, Xy — X0, Yu —> Yo as 1 — 00. Then we know that there exists u, €
S(x,, w) and

(xmyn) € Gp,g(xmyn; w, 1),

Zy :Al(xn)_pE(xn;yma))r ty :A2(yn) _QF(umyn:)\); Vn = 1;2)~~;

and

zo = A1(x0) — pE(x0,¥0, ®), to = Az(yo) — oF (u0, Y0, 1).

By the proof of conclusion (1), we have

I:I(Gp,g(xmyn: w, 1), Gp,o(%0, Y0, ka)) =0 H % yn) = (%0, 30) |,  V(@,1) € @ x A.

It follows that

d((x0,0), G0 (%0, Y0, @, 1)) < || (%0,50) = (s ) |
+ d (0 Yn)s Gp.o (Fns Y 5 1))
+ H(G,0 (@, s @, 1), G o (%0, 70, , 1)
< (1+0)| Gew ) = (x0,30) -

Hence, we have (xo,y0) € G,,0(%0,0,w,A) and (x0,%0) € Q(w, A). Therefore, Q(w, 1) is a
closed subset of H; x Hs. O

Theorem 3.2 Under the hypotheses of Theorem 3.1, further assume that

(i) foranyx e Hi, o — S(x,w) is lg—l:[—Lipschitz continuous (or continuous);
M(-x,0

(ii) foranyx,z € Hi,y,t € Hp, © = E(x, ¥, 0), © — o, )(z), A — F(x,y,)\) and
A — ]gﬁg ’M(t) both are Lipschitz continuous (or continuous) with Lipschitz constants

le, Uy Ip, and 1y, respectively.
Then the solution set Q(w, A) of problem (1.1) is Lipschitz continuous (or continuous) from
Q x A toHy x Ho,.

Proof From the hypotheses and Theorem 3.1, for any (w,A), (®,A) € 2 x A, we know
that Q(w,») and Q(®,A) are nonempty closed subsets of 7, x Hs. By the proof of The-

orem 3.1, G,,(x, 5 ®,A) and G,,(x,y,®,1) are both multi-valued contractive operators
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with the same contraction constant o € (0,1) and have fixed points (x(w, 1), y(w, 1)) and
(x(, 1), y(&, 1)), respectively. It follows from Lemmas 2.1 and 3.2 that

H(Q(w, 1), Q(@, 1))

1 A
<—— sup  H(G,,(x(@, 1), y(@, 1), ®, 1), Gp,p (x(@, 1), y(@, 1),
~ 0 (xy)eH1xH,

@,1)). (3.15)

—

Setting (a1, a2) € G, o (%(w, 1), y(w, L), w, 1), there exists u(w, 1) € S(x(w, 1), ) such that

ay = IO (A (x(@, 1)) — pE(x(w, 1), 9(@, 1), @),

ay = IO (45 (v(@, 1) — 0F (ulw, 1), y(, 1), 1))

Since S(x(w, 1), ), S(x(&, 1), @) € CB(H,), it follows from Nadler’s result [38] that there
exists u(@, A) € S(x(, 1), ®) such that

(e, 2) — u(@, »)|| < H(S(x(w, 1), ), S(x(, 1), D)) (3.16)
Let

by = ] ODD (A, (x(@, 7)) - pE(x(@, 1), ¥(@, 1), ) ),

by = JX7OPD (A5 (y(@,3)) - oF (w(@, 1), 3(@,7), 7))

Then we have (b, b;) € Gp,g(x(@,i), y(@, 1), @, x). It follows from the assumptions on
]pm ,E, Ay, and S that

las = ball = 72575 (A1 (x(0, 1)) — pE(x(w, A ), ))
TR (44 (x(@, 3)) - pE(x(w, (@.3),0))]
< 7k (A (3@, 1)) = PE (xlw, 1), y(@, 1), )
_ ﬁﬁ'{x(w' ) (Al(x(@,i))—pE(x(cb, y(@,1),0))|
+ A (A (x(@,2)) = PE(x(@, 1), y(@, 2, )
- 215‘;’“‘”' (A1 (5(@,2) = pE(x(@, 1), 9@, 1), w)) |
+IAODD (44 (0@, ) - pE(x(ca,X),y(cb,D,w))
TN (A (@, 1)) - pE (@, 1), 3(@,2), 5) )|

<6 ||x(a) A) = x(@, 2| + 01 | y(w, 1) -y(a),x)|| + 1w - @)

| E(x(@, 2), 9@, 1), ) ~ E(x(@, %), (@, 1), &) |

+
- pmy

<6 Hx(w,,\) —x(@,M)|| + 1 [y, 1) = y(@, 1) | + killw - |, (3.17)

where 6; and 1, are the constants of (3.12) and

pule
— pn

k1 = lfl +
n
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Similarly, by the assumptions on g, ¢ oy ) F,A;and S,

lay = ball = [7357 " (Ax (y(@, 1)) — 0F (ule, 1), y(@, 1), 1)
TN (4, (3@, 7)) — OF (@, 1), ¥(@, 1), &

<\ /(;;y @M (A, (y(w, 1)) — oF (ulw, 1), y(@, 1), 1)

)
)
)
TN (4, (3@, 7)) — OF ((@, 1), ¥(@, 1), A ))||
+ [IYODD (4, (9@, 7)) — OF (@, 2, ¥(@, 7). 1))
— Tl OB (43 (@, ) —9F<u(@,i>,y<@,i>,x))ll
+ [INODD (4, (y(@, 7)) — oF (u(@, 2, ¥(@, 7). 1))
NN (4, (3@, 7)) - oF (@, 1), ¥(@, 1), 1))
<6, IIx(w,k) — (@, 2) | + 92 [y(@,2) = 9@, V)] + 1 - A

+

p—— ||F(u(w 1), y(@, 1), 1) = F(u(@, 1), y(@, 1), 1) ||

< 6| x(w, 1) = x(@, 1) | + D2|y(w, 1) = y(@, 1)|| + koI = 4], (3.18)

where 6, and 1, are the constants of (3.13) and

omnalr
ry — pmiy

k2 = l/z +

It follows from (3.17), (3.18) and (3.1) that

lar = bl + llaz — ball < (61 + 62) | (@, 1) —x(, 1)
+ (191 + 192)”}/(&)1)") _y(d))i)”
+killo -l +kalA - A

o (lay = bull + llaz - ball) + killw — & + Ky |2 = 4[],
where o is the constant of (3.13), which implies that
lar = byl + laz = boll < O(Jlw — | + |4 - A])), (3.19)
where
O = 1% max{ky, kp}.

Hence, from (3.19), we obtain

sup d((a1,a2), Gy o (1,9, @, 1)) < O(w, 1) — (@, 1) ].

(a1,a2)€Gp o (x,y,0,)
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By using a similar argument as above, we get

sup d(Gpox,y,0,1), (b1, by)) < O|(w,2) - (@,1)].
(b1,62)€Gp,o (%,y,0,1)

It follows that
H(G, (6,9, 0,1), G, o(%,9,0,1)) < O (@,1) - (&,1)

for all (x,y, w, @, A, 1) € Hy x Hay x © x © x A x A. Thus, (3.15) implies

N _ ® _
H(Q(w))‘), Q(CD))‘)) 5 E || (a), )‘-) - (d)) )‘) || .

This proves that Q(w, A) is Lipschitz continuous in (@, 1) € 2 x A. If each operator under
conditions (i) and (ii) is assumed to be continuous in (w,1) € Q x A, then by a similar
argument as above, we can show that S(1) is continuous in (w,A) € 2 x A. O

Remark 3.1 In Theorems 3.1 and 3.2, if E, F are strongly monotone in the first and second
variable, i.e., when ¢; = 0 (i = 1,2) in Theorems 3.1 and 3.2, respectively, then we can obtain
the corresponding results. Our results improve and generalize the well-known results in
(2,29, 33-35].

4 Application
In this section, we give an application.

Lemma 4.1 ([39]) Let ¢ : H — R U {+00} be a proper convex lower semi-continuous func-
tion. Then J?? = (I + ad¢)! is nonexpansive for any constant o > 0.

Theorem 4.1 Let H; be a real Hilbert space and ¢; : H; — R U {+o0} be a proper convex
lower semi-continuous function for i = 1,2. Suppose that E : Hy X H; x Q — H; is y1-
strongly monotone and ,-Lipschitz continuous in the first variable, and is By-Lipschitz
continuous in the second variable, F : Hy x Hy1 x A — Hy is yy-strongly monotone and
Wa-Lipschitz continuous in the second variable, and is p1-Lipschitz continuous in the first
variable. If there exist positive constants p and o such that

0B ++/st —2py1 + pPui <1,
PP+ /55— 2012 + 025 <1,

then, for each (w,A) € Q x A:
(1) (x*,9*) € R? is the unique solution of the following nonlinear problem:

(E(x*;y*»w):x _x*> > ,0¢1(x*»w) - p¢1(x! w);
<F(x*’y*’ )\))y _y*> > Q¢2(3’*’)\) - Qd)Z(y’)“)'

(4.1)

(2) Moreover, the solution (x*,y*) of problem (4.1) is continuous (or Lipschitz continuous)
from Q x A to R?, if in addition, for any x,z € Hy, y,t € Hy, ® — E(x,y, w),
w — 3109 (2), k — F(x,9,A) and  — J3%0M)(¢) both are Lipschitz continuous (or
continuous) with Lipschitz constants Ig, Iy, I, and I}, , respectively.
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Proof Letting

D, (x,y,0,1) = J290) (x — pE(x,y,0)),

W, (x5, 0, 1) = J3PD (y — oF (u, 3, 1))

for all (x,y,w,1) € Hy x Hy x € x A and defining || - |l; on H; x H, by
[, = llall + Myl Vixy) € Hy x Ha,

then itis easy to see that (H; x Ha, || - |l1) is a Banach space (see [14]). Further, one can show
that G, , (%7, w,A) = (P, (x,5, w, 1), ¥, (%%, w, 1)) is a contractive operator and the rest of
proof can be carried out by Theorems 3.1 and 3.2, and so it is omitted. O
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