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1 Introduction
Throughout this paper, we always assume thatH is a real Hilbert space with inner product
〈· , ·〉 and norm ‖·‖,C is a nonempty closed convex subset ofH and PC is themetric projec-
tion of H onto C. In the sequel, we denote by → and ⇀ the strong convergence and weak
convergence, respectively. Let φ : C → � be a real-valued function and � : C ×C → � be
an equilibrium bifunctions, i.e., �(u,u) =  for each u ∈ C. We consider the mixed equi-
librium problem (MEP) which is to find x∗ ∈ C such that

MEP :�
(
x∗, y

)
+ ϕ(y) – ϕ

(
x∗) ≥ , ∀y ∈ C.

In particular, if ϕ ≡ , this problem reduces to the equilibrium problem (EP), which is to
find x∗ ∈ C such that

EP :�
(
x∗, y

) ≥ .

Denote the set of solutions of MEP by �. The MEP includes fixed point problems, opti-
mization problems, variational inequality problems, Nash EPS and the EP as special cases.
Recall that a mapping T : C→C is said to be nonexpansive, if ‖Tx – Ty‖ ≤ ‖x – y‖,

∀x, y ∈ C.
Let C be a closed convex subset of a Hilbert space H . A family of mappings S := {S(s) :

 ≤ s < ∞} : C → C is said to be a nonexpansive semigroup, if it satisfies the following
conditions:
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(i) S(s + t) = S(s)S(t), ∀s, t ∈ �+ and S() = I ;
(ii) ‖S(s)x – S(s)y‖ ≤ ‖x – y‖, ∀x, y ∈ C, s ≥ ;
(iii) the mapping t �→ S(t)x is continuous for each x ∈ C.

We denote by F(S) the set of common fixed points of S, i.e., F(S) =
⋂

s≥ F(S(s)). It is well
known that F(S) is closed and convex.
Now let F : C → C be a nonlinear operator. The variational inequality problem is for-

mulated as finding a point x∗ ∈ C such that

VI(F ,C) :
〈
Fx∗, v – x∗〉 ≥ , ∀v ∈ C.

It is well known that the VI(F ,C) is equivalent to the fixed point equation

x∗ = PC
[
x∗ –μF

(
x∗)], (.)

where μ >  is an arbitrarily fixed constant. So, fixed point methods can be implemented
to find a solution of the VI(F ,C) provided F satisfies some conditions and μ >  is cho-
sen appropriately. The fixed point formulation (.) involves the projection PC , which may
not be easy to compute, due to the complexity of the convex set C. In order to reduce the
complexity probably caused by the projection PC , Yamada [] recently introduced a hybrid
steepest-descent method for solving the VI(F ,C). Assume that F is an η-strongly mono-
tone and κ-Lipschitzian mapping with κ > , η >  on C. An equally important problem is
how to find an approximate solution of the VI(F ,C) if any. A great deal of effort has been
done in this problem.
In , Ceng and Yao [] investigate the problem of finding a common element of the

set of solutions of amixed equilibrium problem (MEP) and the set of common fixed points
of finitely many nonexpansive mappings in a real Hilbert space. Very recently, Yang et al.
[] introduce two hybrid algorithms for finding a common fixed point of a nonexpansive
semigroup in Hilbert space.
Motivated and inspired by Ceng and Yao [] and Yang et al. [], the purpose of this

paper is to introduce two hybrid algorithms for the variational inequalities and mixed
equilibrium problems over the common fixed points set of nonexpansive semigroups in
Hilbert space. Under suitable conditions some strong convergence theorem for these two
hybrid algorithms are proved. The results presented in the paper extend and improve some
recent results.

2 Preliminaries
Let H be a real Hilbert space and C be a nonempty closed convex subset of H . For solving
mixed equilibrium problems, let us assume that the function � : C ×C → � satisfies the
following conditions:
(H) � is monotone, i.e., �(x, y) +�(y,x)≤ , ∀x, y ∈ C;
(H) for each fixed y ∈ C, the mapping x ⇀ �(x, y) is concave and upper

semicontinuous;
(H) for each fixed x ∈ C, the mapping y⇀ �(x, y) is convex.
A mapping F : C → C is said to be:
(i) κ-Lipschitz continuous, if there exists a constant κ >  such that

‖Fx – Fy‖ ≤ κ‖x – y‖, ∀x, y ∈ C;
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(ii) η-strongly monotone, if there exists a constant η >  such that

〈Fx – Fy,x – y〉 ≥ η‖x – y‖, ∀x, y ∈ C.

A differentiable function K : C → � is said to be:
(i) ξ -convex [], if

K (y) –K (x)≥ 〈
K ′(x), ξ (y,x)

〉
, ∀x, y ∈ C,

where K ′(x) is the Fréchet derivative of K at x;
(ii) ξ -strongly convex [], if there exists a constant σ >  such that

K (y) –K (x) –
〈
K ′(x), ξ (y,x)

〉 ≥ (σ /)‖x – y‖, ∀x, y ∈ C.

The following lemmas will be needed in proving our main results.

Lemma . [] Let C be a nonempty closed convex subset of a real Hilbert space H and
ϕ : C → � be a lower semicontinuous and convex functional. Let θ : C × C → � be an
equilibrium bifunction satisfying the conditions (H)-(H). Assume that

(i) ξ : C ×C →H is λ-Lipschitz continuous such that
(a) ξ (x, y) + ξ (y,x) = , ∀x, y ∈ C;
(b) ξ (·, ·) is affine in the first variable;
(c) for each fixed x ∈ C, the mapping y �→ ξ (x, y) is sequentially continuous from the

weak topology to the weak topology;
(ii) K : C → � is ξ -strongly convex with constant σ > , and its derivative K ′ is

sequentially continuous from the weak topology to the strong topology;
(iii) for each x ∈ C there exist a bounded subset Dx ⊂ C and a point zx ∈ C such that, for

any y ∈ C \Dx,

�(y, zx) + ϕ(zx) – ϕ(y) +

r
〈
K ′(y) –K ′(x), ξ (zx, y)

〉
< .

For given r > , let Jr : C → C be the mapping defined by

Jr(x) =
{
y ∈ C :�(y, z) + ϕ(z) – ϕ(y) +


r
〈
K ′(y) –K ′(x), ξ (z, y)

〉 ≥ ,∀z ∈ C
}
,

x ∈ C. (.)

Then
(i) Jr is single-valued;
(ii) Jr is nonexpansive if K ′ is Lipschitz continuous with constant ν >  and

〈
K ′(x) –K ′(x),u – u

〉 ≥ 〈
K ′(u) –K ′(u),u – u

〉
, ∀(x,x) ∈ C ×C,

where ui = Jr(xi) for i = , ;
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(iii) F(Jr) = �(�,ϕ), where �(�,ϕ) is the set of solutions of the following mixed
equilibrium problem:

�(x, y) + ϕ(y) – ϕ(x)≥ , ∀y ∈ C.

(iv) �(�,ϕ) is closed and convex.

Lemma . [] Let xn and yn be bounded sequences in a Banach space E and let βn be
a sequence in [, ] with  < lim infn→∞ βn ≤ lim supn→∞ βn < . Suppose that xn+ = ( –
βn)yn + βnxn for all integers n ≥  and lim supn→∞(‖yn+ – yn‖ – ‖xn+ – xn‖) ≤ . Then
limn→∞ ‖yn – xn‖ = .

Lemma . [] Let {an} be a sequence of nonnegative real numbers such that

an+ ≤ ( – λn)an + λnδn + γn, ∀n≥ n,

where n is some nonnegative integer, {λn}, {δn}, and {γn} are sequences satisfying
(i) λn ⊂ [, ] and

∑∞
n= λn =∞,

(ii) lim supn→∞ δn ≤  or
∑∞

n= λnδn < ∞,
(iii) γn ≥  (n≥ ),

∑∞
n= γn < ∞.

Then limn→∞ an = .

Lemma . [] Let C be a bounded closed convex subset of H and S = {S(s) :  ≤ s < ∞}
be a nonexpansive semigroup on C, then for any h > 

lim
s→∞ sup

x∈C

∥∥∥∥t
∫ t


S(s)xds – S(h)

(

t

∫ t


S(s)xds

)∥∥∥∥ = .

Lemma. [] Let C be a nonempty bounded closed convex subset of H , xn be a sequence in
C and S = {S(s) :  ≤ s <∞} be a nonexpansive semigroup on C. If the following conditions
are satisfied:

(i) xn ⇀ z;
(ii) lim supn→∞ lim supn→∞ ‖S(s)xn – xn‖ = ,

then z ∈ F(S).

Lemma. [] Let F be an η-stronglymonotone and κ-Lipschitzian operator on aHilbert
space H with  < η < κ and  < t < η/κ. Then T = (I – tF) : H → H is a contraction with
contraction coefficient τt =

√
 – t(η – tκ).

Lemma . In a real Hilbert space H , we have the inequality

‖x – y‖ = ‖x‖ – 〈x, y〉 + ‖y‖,
∥∥λx + ( – λ)y

∥∥ = λ‖x‖ + ( – λ)‖y‖ – λ( – λ)‖x – y‖

for all x, y ∈H and λ ∈ [, ].
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Recall that a Banach space E is said to satisfy the Opial condition, if for any sequence xn
in E with xn ⇀ x, then for every y ∈ E with y �= x we have

lim inf
n→∞ ‖xn – x‖ < lim inf

n→∞ ‖xn – y‖.

It is well known that each Hilbert space satisfies the Opial condition.

3 Main results
Now we will show our main results.

Theorem . Let H be a real Hilbert space. Let ϕ :H → � be a lower semicontinuous and
convex functional. Let � : H × H → � be an equilibrium functions satisfying conditions
(H)-(H). Let S := {S(s) :  ≤ s < ∞} be a nonexpansive semigroup on H . Let F be an η-
strongly monotone and κ-Lipschitzian operator on H . Let {γt}<t< be a continuous net of
positive real numbers such that limt→+ γt = +∞. Putting τt =

√
 – t(η – tκ), for each

t ∈ (,η/κ), let the net {xt} be defined by the following implicit scheme:

xt =

γt

∫ γt


S(s)

[
(I – tF)Jrxt

]
ds, (.)

where Jr : H → H is the mapping defined by (.). Suppose the following conditions are
satisfied:

(i) ξ :H ×H →H is λ-Lipschitz continuous such that
(a) ξ (x, y) + ξ (y,x) = , ∀x, y ∈H ;
(b) x �→ ξ (x, y) is affine;
(c) y �→ ξ (x, y) is sequentially continuous from the weak topology to the weak

topology;
(ii) K :H → � is ξ -strongly convex with constant σ > , and its derivative K ′ is not only

sequentially continuous from the weak topology to the strong topology but also
Lipschitz continuous with a Lipschitz constant ν >  and σ ≥ λν ;

(iii) for each x ∈H there exist a bounded subset Dx ⊂H and a point zx ∈H such that, for
any y ∈H \Dx,

�(y, zx) + ϕ(zx) – ϕ(y) +

r
〈
K ′(y) –K ′(x), ξ (zx, y)

〉
< ,

and if� :=�(�,ϕ)∩F(S) �= ∅.Then, as t → +, the net {xt} converges strongly to an element
x∗ of � provided Jr is firmly nonexpansive which is the unique solution of the following
variational inequality:

〈
Fx∗,x∗ – u

〉 ≤ , ∀u ∈ �. (.)

Proof We divide the proof into several steps.
Step . First, we note that the net {xt} defined by (.) is well defined. In fact, we define

a mapping

Ptx :=

γt

∫ γt


S(s)

[
(I – tF)Jrx

]
ds, t ∈ (

,η/κ),x ∈H . (.)
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Because Jr is nonexpansive. It follows from Lemma . that

‖Ptx – Pty‖ ≤ 
γt

∫ γt



∥∥S(s)[(I – tF)Jrx
]
– S(s)

[
(I – tF)Jry

]∥∥ds
≤ ∥∥(I – tF)x – (I – tF)y

∥∥ ≤ τt‖x – y‖.

Hence, the Pt is a contraction, and so it has a unique fixed point. Therefore, the net {xt}
defined by (.) is well defined.
Step . We prove that {xt} is bounded. Taking u ∈ � and using Lemma ., we have

‖xt – u‖ =
∥∥∥∥ 
γt

∫ γt


S(s)

[
(I – tF)Jrxt

]
ds – u

∥∥∥∥
=

∥∥∥∥ 
γt

∫ γt


S(s)

[
(I – tF)Jrxt

]
ds –


γt

∫ γt


S(s)Jruds

∥∥∥∥
≤ 

γt

∫ γt



∥∥S(s)[(I – tF)Jrxt
]
– S(s)Jru

∥∥ds
≤ ∥∥(I – tF)xt – u

∥∥
≤ ∥∥(I – tF)xt – (I – tF)u – tFu

∥∥
≤ τt‖xt – u‖ + t‖Fu‖.

It follows that

‖xt – u‖ ≤ t
 – τt

‖Fu‖. (.)

Observe that

lim
t→+

t
 – τt

=

η
. (.)

Thus, (.) and (.) imply that the net {xt} is bounded for small enough t. Without loss of
generality, we may assume that the net {xt} is bounded for all t ∈ (,η/κ). Consequently,
we deduce that {Fxt} and {Jrxt} are also bounded.
Step . On the other hand, from (.) and (.), we have

∥∥xt – S(s)xt
∥∥

≤
∥∥∥∥S(s)xt – S(s)

(

γt

∫ γt


S(s)xt ds

)∥∥∥∥
+

∥∥∥∥ 
γt

∫ γt


S(s)xt ds – xt

∥∥∥∥ +
∥∥∥∥S(s)

(

γt

∫ γt


S(s)xt ds

)
–


γt

∫ γt


S(s)xt ds

∥∥∥∥
≤ 

∥∥∥∥ 
γt

∫ γt


S(s)xt ds – xt

∥∥∥∥ +
∥∥∥∥S(s)

(

γt

∫ γt


S(s)xt ds

)
–


γt

∫ γt


S(s)xt ds

∥∥∥∥
= 

∥∥∥∥ 
γt

∫ γt


S(s)xt ds –


γt

∫ γt


S(s)

[
(I – tF)Jrxt

]
ds

∥∥∥∥
+

∥∥∥∥S(s)
(

γt

∫ γt


S(s)xt ds

)
–


γt

∫ γt


S(s)xt ds

∥∥∥∥
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≤ 

γt

∫ γt



∥∥S(s)xt – S(s)
[
(I – tF)Jrxt

]∥∥ds

+
∥∥∥∥S(s)

(

γt

∫ γt


S(s)xt ds

)
–


γt

∫ γt


S(s)xt ds

∥∥∥∥
≤ 

∥∥xt – (I – tF)Jrxt
∥∥ +

∥∥∥∥S(s)
(

γt

∫ γt


S(s)xt ds

)
–


γt

∫ γt


S(s)xt ds

∥∥∥∥
≤ ‖xt – Jrxt‖ + t‖FJrxt‖ +

∥∥∥∥S(s)
(

γt

∫ γt


S(s)xt ds

)
–


γt

∫ γt


S(s)xt ds

∥∥∥∥. (.)

In fact, we have

‖xt – u‖ =
∥∥∥∥ 
γt

∫ γt


S(s)

[
(I – tF)Jrxt

]
ds – u

∥∥∥∥
=

∥∥∥∥ 
γt

∫ γt


S(s)

[
(I – tF)Jrxt

]
ds –


γt

∫ γt


S(s)uds

∥∥∥∥
≤ 

γt

∫ γt



∥∥S(s)[(I – tF)Jrxt
]
– S(s)u

∥∥ds
≤ ∥∥(I – tF)Jrxt – u

∥∥,
so

‖xt – u‖ ≤ ∥∥(I – tF)Jrxt – u
∥∥

≤ ‖Jrxt – u‖ + t‖FJrxt‖ – t〈Jrxt – u,FJrxt〉
≤ ‖xt – u‖ – ‖xt – Jrxt‖ + t‖FJrxt‖ – t〈Jrxt – u,FJrxt〉,

observe that

‖xt – Jrxt‖ ≤ t‖FJrxt‖ – t〈Jrxt – u,FJrxt〉,

then

lim
t→+

‖xt – Jrxt‖ = . (.)

This together with Lemma . and (.) implies that

lim
t→+

∥∥xt – S(s)xt
∥∥ = . (.)

Let {tn} ⊂ (, ) be a sequence such that tn →  as n → ∞. Put xn := xtn and yn = Jrxn. Since
{yn} is bounded, there exists a subsequence {ynj} of {yn} which converges weakly to w ∈H .
Without loss of generality, we can assume that ynj ⇀ w. Next we prove that

w ∈ � := �(�,ϕ)∩ F(S).

(a) In fact, we have

∥∥yn – S(s)yn
∥∥ =

∥∥yn – xn + xn – S(s)xn + S(s)xn – S(s)yn
∥∥ ≤ ‖yn – xn‖ +

∥∥xn – S(s)xn
∥∥.
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With (.) and (.), we have

lim
n→∞

∥∥yn – S(s)yn
∥∥ = . (.)

Indeed, from Lemma . and (.) we know that w ∈ F(S), i.e., w = S(s)w, ∀s≥ .
(b) Now we prove that w ∈ � =�(�,ϕ). In fact, since yn = Jrxn, we have

�(Jrxn,x) + ϕ(x) – ϕ(Jrxn) +

r
〈
K ′(Jrxn) –K ′(xn), ξ (x, Jrxn)

〉 ≥ , ∀x ∈H .

From the monotonicity of �, we have


r
〈
K ′(Jrxn) –K ′(xn), ξ (x, Jrxn)

〉
+ ϕ(x) – ϕ(Jrxn) ≥ –�(Jrxn,x) ≥ �(x, Jrxn)

and hence
〈K ′(Jrxnj ) –K ′(xnj )

r
, ξ (x, Jrxnj )

〉
+ ϕ(x) – ϕ(Jrxnj )≥ �(x, Jrxnj ). (.)

Since (.), then (K ′(Jrxnj ) – K ′(xnj ))/r →  and ynj ⇀ w, from the weak lower semiconti-
nuity of ϕ and �(x, y) in the second variable y, we have �(x,w) + ϕ(w) – ϕ(x) ≤  for all
x ∈H . For  < t ≤  and x ∈H , let xt = tx+ (– t)w. Since x ∈ H and w ∈H , we have xt ∈ H
and hence�(xt ,w)+ϕ(w)–ϕ(xt) ≤ . From the convexity of equilibriumbifunction�(x, y)
in the second variable y, we have

 = �(xt ,xt) + ϕ(xt) – ϕ(xt)

≤ t�(xt ,x) + ( – t)�(xt ,w) + tϕ(x) + ( – t)ϕ(w) – ϕ(xt)

≤ t
[
�(xt ,x) + ϕ(x) – ϕ(xt)

]
,

and hence �(xt ,x) +ϕ(x) –ϕ(xt) ≥ . Then we have �(w,x) +ϕ(x) –ϕ(w) ≥  for all x ∈H .
So w ∈ �.
We can obtain w ∈ � :=� ∩ F(S) and xn ⇀ w.
Step . Finally, from (.), we have

‖xt – u‖ =
∥∥∥∥ 
γt

∫ γt


S(s)

[
(I – tF)Jrxt

]
ds – u

∥∥∥∥


=
∥∥∥∥ 
γt

∫ γt



[
S(s)(I – tF)Jrxt – S(s)Jru

]
ds

∥∥∥∥


≤ ∥∥(I – tF)xt – (I – tF)u – tFu
∥∥

≤ τ 
t ‖xt – u‖ + t‖Fu‖ + t

〈
(I – tF)u – (I – tF)xt ,Fu

〉
≤ τt‖xt – u‖ + t‖Fu‖ + t〈u – xt ,Fu〉 + t〈Fxt – Fu,Fu〉
≤ τt‖xt – u‖ + t‖Fu‖ + t〈u – xt ,Fu〉 + κt‖xt – u‖‖Fu‖.

Therefore,

‖xt – u‖ ≤ t

 – τt
‖Fu‖ + t

 – τt
〈u – xt ,Fu〉 + κt

 – τt
‖xt – u‖‖Fu‖. (.)
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It follows that

‖xn –w‖ ≤ tn
 – τtn

‖Fw‖ + tn
 – τtn

〈w – xn,Fw〉 + κtn
 – τtn

‖xn –w‖‖Fw‖.

Thus, xn ⇀ w implies that xn → w.
Again, from (.), we obtain

‖xn – u‖ ≤ tn
 – τtn

‖Fu‖ + tn
 – τtn

〈u – xn,Fu〉 + κtn
 – τtn

‖xn – u‖‖Fu‖. (.)

It is clear that limn→∞(tn/ – τtn ) = , limn→∞(tn/ – τtn ) = /η, and limn→∞(κtn/
 – τtn ) = . We deduce immediately from (.) that 〈Fu,w – u〉 ≤ , which is equiva-
lent to its dual variational inequality 〈Fw,w – u〉 ≤ . That is, w ∈ � is a solution of the
variational inequality (.).
Suppose that x∗ ∈ � andw ∈ � both are solutions to the variational inequality (.); then

〈
Fx∗,x∗ –w

〉 ≤ ,
〈
Fw,w – x∗〉 ≤ .

(.)

Adding up (.) and the last inequality yields 〈Fx∗ – Fw,x∗ – w〉 ≤ . The strong mono-
tonicity of F implies that x∗ = w and the uniqueness is proved. Later, we will use x∗ ∈ � to
denote the unique solution of (.). This completes the proof. �

Next we introduce an explicit algorithm for finding an element of �.

Theorem . Let H be a real Hilbert space. Let ϕ :H → � be a lower semicontinuous and
convex functional. Let � : H × H → � be an equilibrium functions satisfying conditions
(H)-(H). Let S := {S(s) : ≤ s < ∞} be a nonexpansive semigroup onH such that F(S) �= ∅.
Let F be an η-stronglymonotone and κ-Lipschitzian operator on H with  < η < κ . For given
x ∈ H arbitrarily, define a sequence {xn} iteratively by

yn = xn – λnF(xn),

xn+ = ( – αn)yn + αn

tn

∫ tn


S(s)Jryn ds, n≥ ,

(.)

where {λn}, {tn} are sequences in (,∞), {αn} is a sequence in [, ], and Jr : H → H is the
mapping defined by (.). Suppose the following conditions are satisfied:

(i) ξ :H ×H →H is λ-Lipschitz continuous such that
(a) ξ (x, y) + ξ (y,x) = , ∀x, y ∈H ;
(b) x �→ ξ (x, y) is affine;
(c) y �→ ξ (x, y) is sequentially continuous from the weak topology to the weak

topology;
(ii) K :H → � is ξ -strongly convex with constant σ > , and its derivative K ′ is not only

sequentially continuous from the weak topology to the strong topology but also
Lipschitz continuous with a Lipschitz constant ν >  and σ ≥ λν ;
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(iii) For each x ∈H there exist a bounded subset Dx ⊂H and a point zx ∈H such that,
for any y ∈H \Dx,

�(y, zx) + ϕ(zx) – ϕ(y) +

r
〈
K ′(y) –K ′(x), ξ (zx, y)

〉
< ;

(iv) lim supn→∞ λn < η/κ and
∑∞

n= λn =∞;
(vi) limn→∞ tn =∞ and limn→∞(tn+/tn) = ;
(vii)  < γ ≤ lim infn→∞ αn ≤ lim supn→∞ αn < , for some γ ∈ (, ).

If � :=�(�,ϕ)∩F(S) �= ∅, then the sequences {xn} and {yn} converge strongly to an element
x∗ of � provided Jr is firmly nonexpansive if and only if λnF(xn) → ,where x∗ is the unique
solution of the following variational inequality:

〈
Fx∗,x∗ – u

〉 ≤ , ∀u ∈ �.

Proof The necessity is obvious. We only need to prove the sufficiency. Suppose that
λnF(xn) → .
Step . First, we show that {xn}, {yn}, {S(s)yn}, {Fxn}, and {Jrxn} are bounded. In fact,

letting u ∈ �, we have u = S(s)Jru.
Then

‖xn+ – u‖ =
∥∥∥∥( – αn)yn + αn


tn

∫

tnS(s)Jryn ds – u

∥∥∥∥
=

∥∥∥∥( – αn)(yn – u) + αn

(

tn

∫ tn


S(s)Jryn ds – u

)∥∥∥∥
≤ ( – αn)‖yn – u‖ + αn


tn

∫ tn



∥∥S(s)Jryn – S(s)Jru
∥∥ds

≤ ( – αn)‖yn – u‖ + αn‖yn – u‖
= ‖yn – u‖. (.)

From condition (iv), without loss of generality, we can assume that λn ≤ a < η/κ, ∀n≥ .
By (.) and Lemma ., we have

‖yn – u‖ = ∥∥xn – λnF(xn) – u
∥∥ =

∥∥(I – λnF)xn – (I – λnF)u – λnFu
∥∥

≤ ∥∥(I – λnF)xn – (I – λnF)u
∥∥ + λn‖Fu‖ ≤ τλn‖xn – u‖ + λn‖Fu‖, (.)

where τλn =
√
 – λn(η – λnκ) ∈ (, ).

Then, from (.) and (.), we obtain

‖xn+ – u‖ ≤ τλn‖xn – u‖ + λn‖Fu‖ = [
 – ( – τλn )

]‖xn – u‖ + ( – τλn )
λn

 – τλn
‖Fu‖

≤max

{
‖xn – u‖, λn

 – τλn
‖Fu‖

}
.

Observe that limn→∞(λn/ – τλn ) = /η, we have by induction

‖xn+ – u‖ ≤max
{‖x – u‖,M‖Fu‖}, (.)
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where M = supn{λn/ – τλn} < ∞. Hence {xn} is bounded. Consequently, we deduce that
{yn}, {S(s)yn}, {Fxn} and {Jrxn} are also bounded.
Step . Define xn+ = ( – αn)xn + αnun, ∀n≥ , then un = 

αn
[xn+ – ( – αn)xn].

Observe that

‖un+ – un‖ =
∥∥∥∥xn+ – ( – αn+)xn+

αn+
–
xn+ – ( – αn)xn

αn

∥∥∥∥

=
∥∥∥∥
( – αn+)yn+ + αn+


tn+

∫ tn+
 S(s)Jryn+ ds – ( – αn+)xn+
αn+

–
( – αn)yn + αn


tn

∫ tn
 S(s)Jryn ds – ( – αn)xn

αn

∥∥∥∥

=
∥∥∥∥
αn+


tn+

∫ tn+
 S(s)Jryn+ ds – ( – αn+)λn+F(xn+)

αn+

–
αn


tn

∫ tn
 S(s)Jryn ds – ( – αn)λnF(xn)

αn

∥∥∥∥
≤

∥∥∥∥ 
tn+

∫ tn+


S(s)Jryn+ ds –


tn

∫ tn


S(s)Jryn ds

∥∥∥∥
+
 – αn+

αn+

∥∥λn+F(xn+)
∥∥ +

 – αn

αn

∥∥λnF(xn)
∥∥. (.)

Next, we estimate

∥∥∥∥ 
tn+

∫ tn+


S(s)Jryn+ ds –


tn

∫ tn


S(s)Jryn ds

∥∥∥∥
≤

∥∥∥∥ 
tn+

∫ tn+


S(s)Jryn+ ds –


tn+

∫ tn+


S(s)Jryn ds

∥∥∥∥
+

∥∥∥∥ 
tn+

∫ tn+


S(s)Jryn ds –


tn

∫ tn


S(s)Jryn ds

∥∥∥∥
≤ ‖yn+ – yn‖ +

∥∥∥∥ 
tn+

∫ tn+


S(s)Jryn ds –


tn

∫ tn


S(s)Jryn ds

∥∥∥∥
≤ ‖yn+ – yn‖ +

∣∣∣∣ 
tn+

–

tn

∣∣∣∣
∥∥∥∥
∫ tn


S(s)Jryn ds

∥∥∥∥ +


tn+

∥∥∥∥
∫ tn+

tn
S(s)Jryn ds

∥∥∥∥
≤ ∥∥xn+ – λn+F(xn+) – xn + λnF(xn)

∥∥ +
∣∣∣∣ tn
tn+

– 
∣∣∣∣M

≤ ‖xn+ – xn‖ +
∥∥λn+F(xn+)

∥∥ +
∥∥λnF(xn)

∥∥ +
∣∣∣∣ tn
tn+

– 
∣∣∣∣M, (.)

whereM = supn{‖S(s)Jryn‖} < ∞. From (.) and (.), we have

‖un+ – un‖ ≤  – αn+

αn+

∥∥λn+F(xn+)
∥∥ +

 – αn

αn

∥∥λnF(xn)
∥∥ + ‖xn+ – xn‖

+
∥∥λn+F(xn+)

∥∥ +
∥∥λnF(xn)

∥∥ +
∣∣∣∣ tn
tn+

– 
∣∣∣∣M.
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This together with condition (vii) implies that

‖un+ – un‖ ≤ 
γ

(∥∥λn+F(xn+)
∥∥ +

∥∥λnF(xn)
∥∥)

+ ‖xn+ – xn‖ +
∣∣∣∣ tn
tn+

– 
∣∣∣∣M. (.)

Namely,

‖un+ – un‖ – ‖xn+ – xn‖ ≤ 
γ

(∥∥λn+F(xn+)
∥∥ +

∥∥λnF(xn)
∥∥)

+
∣∣∣∣ tn
tn+

– 
∣∣∣∣M.

Since λnF(xn) →  and condition (vi), we get

lim sup
n→∞

(‖un+ – un‖ – ‖xn+ – xn‖
) ≤ .

Consequently, by Lemma ., we deduce limn→∞ ‖un – xn‖ = . Therefore,

‖xn+ – xn‖ = αn‖un – xn‖ →  (n→ ∞). (.)

Step . Next, we claim that limn→∞ ‖xn – S(s)xn‖ = . Observe that

∥∥xn – S(s)xn
∥∥ ≤

∥∥∥∥S(s)xn – S(s)
(

tn

∫ tn


S(s)xn ds

)∥∥∥∥ +
∥∥∥∥ 
tn

∫ tn


S(s)xn ds – xn

∥∥∥∥
+

∥∥∥∥S(s)
(

tn

∫ tn


S(s)xn ds

)
–


tn

∫ tn


S(s)xn ds

∥∥∥∥
≤ 

∥∥∥∥ 
tn

∫ tn


S(s)xn ds – xn

∥∥∥∥
+

∥∥∥∥S(s)
(

tn

∫ tn


S(s)xn ds

)
–


tn

∫ tn


S(s)xn ds

∥∥∥∥. (.)

Note that

∥∥∥∥ 
tn

∫ tn


S(s)xn ds – xn

∥∥∥∥
≤ ‖xn – xn+‖ +

∥∥∥∥xn+ – 
tn

∫ tn


S(s)xn ds

∥∥∥∥
= ‖xn – xn+‖ +

∥∥∥∥( – αn)yn + αn

tn

∫ tn


S(s)Jryn ds –


tn

∫ tn


S(s)xn ds

∥∥∥∥
≤ ‖xn – xn+‖ + ( – αn)

∥∥∥∥yn – 
tn

∫ tn


S(s)xn ds

∥∥∥∥
+ αn

∥∥∥∥ 
tn

∫ tn


S(s)xn ds –


tn

∫ tn


S(s)Jryn ds

∥∥∥∥
≤ ‖xn – xn+‖ + ( – αn)‖yn – xn‖ + ( – αn)

∥∥∥∥xn – 
tn

∫ tn


S(s)xn ds

∥∥∥∥
+ αn‖xn – Jryn‖.
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It follows that
∥∥∥∥ 
tn

∫ tn


S(s)xn ds – xn

∥∥∥∥
≤ 

αn

(‖xn – xn+‖ + ( – αn)
∥∥λnF(xn)

∥∥ + αn‖xn – Jryn‖
)
. (.)

From (.), we have

‖xn+ – u‖ =
∥∥∥∥( – αn)yn + αn


tn

∫

tnS(s)Jryn ds – u

∥∥∥∥


≤ ( – αn)‖yn – u‖ + αn

∥∥∥∥ 
tn

∫ tn


S(s)Jryn ds – u

∥∥∥∥


≤ ( – αn)
∥∥xn – λnF(xn) – u

∥∥ + αn‖Jryn – u‖

≤ ( – αn)‖xn – u‖ + ( – αn)
∥∥λnF(xn)

∥∥ + αn
(‖xn – u‖ – ‖xn – Jryn‖

)
≤ ( – αn)

∥∥λnF(xn)
∥∥ + ‖xn – u‖ – αn‖xn – Jryn‖,

then

αn‖xn – Jryn‖ ≤ ( – αn)
∥∥λnF(xn)

∥∥ + ‖xn – u‖ – ‖xn+ – u‖

≤ ( – αn)
∥∥λnF(xn)

∥∥ + ‖xn – xn+‖
(‖xn – u‖ + ‖xn+ – u‖).

This together with condition (vii), λnF(xn) → , and (.), we have

lim
n→∞‖xn – Jryn‖ = . (.)

By Lemma ., (.)-(.), and λnF(xn) → , we derive

lim
n→∞

∥∥xn – S(s)xn
∥∥ = . (.)

Step . Next, we show that lim supn→∞〈Fx∗,x∗ – xn〉 ≤ , where x∗ = limn→∞ xtn and
xtn is defined by xtn = (/tn)

∫ tn
 S(s)[(I – tnF)Jrxtn ]ds. Since {xn} is bounded, there exists a

subsequence {xnk } of {xn} that converges weakly to w. Similarly be able to prove w ∈ � like
Theorem .. Hence, by Theorem ., we have

lim sup
n→∞

〈
Fx∗,x∗ – xn

〉
= lim

k→∞
〈
Fx∗,x∗ – xnk

〉
=

〈
Fx∗,x∗ –w

〉 ≤ . (.)

Step . Finally, we prove that {xn} converges strongly to x∗ ∈ �. From (.), we have

∥∥xn+ – x∗∥∥

=
∥∥∥∥( – αn)yn + αn


tn

∫

tnS(s)Jryn ds – x∗

∥∥∥∥


≤ ( – αn)
∥∥yn – x∗∥∥ + αn

∥∥∥∥ 
tn

∫ tn


S(s)Jryn ds – x∗

∥∥∥∥

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≤ ( – αn)
∥∥yn – x∗∥∥ + αn

∥∥yn – x∗∥∥

≤ ∥∥yn – x∗∥∥

=
∥∥xn – λnF(xn) – x∗∥∥

=
∥∥(I – λnF)xn – (I – λnF)x∗ – λnFx∗∥∥

≤ τ 
λn

∥∥xn – x∗∥∥ + λn
∥∥F(

x∗)∥∥ + λn
〈
(I – λnF)x∗ – (I – λnF)xn,F

(
x∗)〉

≤ τλn

∥∥xn – x∗∥∥ + λn
∥∥F(

x∗)∥∥ + λn
〈
x∗ – xn,Fx∗〉 + λn

〈
λnFxn,Fx∗〉 – λ

n
∥∥Fx∗∥∥

≤ [
 – ( – τλn )

]∥∥xn – x∗∥∥ + λn
〈
x∗ – xn,Fx∗〉 + λn

∥∥λnF(xn)
∥∥∥∥Fx∗∥∥ – λ

n
∥∥Fx∗∥∥

≤ [
 – ( – τλn )

]∥∥xn – x∗∥∥ + ( – τλn )
[

λn

 – τλn

〈
x∗ – xn,Fx∗〉 + λn‖Fx∗‖

 – τλn

∥∥λnF(xn)
∥∥]

= ( – δn)
∥∥xn – x∗∥∥ + δnρn, (.)

where δn = – τλn and ρn = λn
–τλn

〈x∗ –xn,Fx∗〉+ λn‖Fx∗‖
–τλn

‖λnF(xn)‖. Obviously,
∑∞

n= δn =∞
and lim supn→∞ ρn ≤ . Hence, all conditions of Lemma . are satisfied. Therefore, we
immediately deduce that the sequence {xn} converges strongly to x∗ ∈ �.
Observe that

∥∥yn – x∗∥∥ ≤ ‖yn – xn‖ +
∥∥xn – x∗∥∥ ≤ ∥∥λnF(xn)

∥∥ +
∥∥xn – x∗∥∥ → , n→ ∞. (.)

It is clear that {yn} converges strongly to x∗ ∈ �. From x∗ = limt→ xt and Theorem ., we
see that x∗ is the unique solution of the variational inequality (.). This completes the
proof. �
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