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1 Introduction
The joint probability density function (pdf ) and marginal pdf of order statistics of inde-
pendent but not necessarily identically distributed (innid) random variables was derived
by Vaughan and Venables [] by means of permanents. In addition, Balakrishnan [] and
Bapat and Beg [] obtained the joint pdf and distribution function (df ) of order statistics
of innid random variables by means of permanents. Balasubramanian et al. [] obtained
the distribution of single order statistics in terms of distribution functions of the mini-
mum andmaximumorder statistics of some subsets of {X,X, . . . ,Xn}whereXi’s are innid
random variables. Later, Balasubramanian et al. [] generalized their previous results []
to the case of the joint distribution function of several order statistics. Recurrence rela-
tionships among the distribution functions of order statistics arising from innid random
variables were obtained by Cao and West []. Using multinomial arguments, the pdf of
Xr:n+ (≤ r ≤ n+ ) was obtained by Childs and Balakrishnan [] by adding another inde-
pendent random variable to the original n variables X,X, . . . ,Xn. Also, Balasubramanian
et al. [] established the identities satisfied by the distributions of order statistics from
non-independent non-identical variables through operator methods based on the differ-
ence and differential operators. In , Beg [] obtained several recurrence relations and
identities for product moments of order statistics of innid random variables using perma-
nents. Recently, Cramer et al. [] derived the expressions for the distribution and density
functions by Ryser’s method and the distributions of maxima and minima based on per-
manents.
The notion of distribution theory has been applied in various branches of science for in-

vestigations. Recently, the notion of a uniform distribution has been applied in sequence
spaces and the notion of statistical convergent sequences has been studied and investi-
gated from different aspects by Rath and Tripathy [], Tripathy [, ], Tripathy and
Baruah [], Tripathy and Dutta [], Tripathy and Sarma [], Tripathy and Sen [], and
others.

© 2012 Güngör et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.

http://www.journalofinequalitiesandapplications.com/content/2012/1/264
mailto:mgungor44@gmail.com
http://creativecommons.org/licenses/by/2.0


Güngör et al. Journal of Inequalities and Applications 2012, 2012:264 Page 2 of 12
http://www.journalofinequalitiesandapplications.com/content/2012/1/264

Amultivariate generalization of classical order statistics for random samples froma con-
tinuous multivariate distribution was defined by Corley []. Guilbaud [] expressed the
probability of the functions of innid random vectors as a linear combination of prob-
abilities of the functions of independent and identically distributed (iid) random vec-
tors and thus also for order statistics of random variables. Expressions for generalized
joint densities of order statistics of iid random variables in terms of Radon-Nikodym
derivatives with respect to product measures based on df were derived by Goldie and
Maller [].
Several identities and recurrence relations for pdf anddf of order statistics of iid random

variables were established by numerous authors includingArnold et al. [], Balasubrama-
nian and Beg [], David [], and Reiss []. Furthermore, Arnold et al. [], David [],
Gan and Bain [], and Khatri [] obtained the probability function (pf ) and df of order
statistics of iid random variables from a discrete parent. Balakrishnan [] showed that
several relations and identities that have been derived for order statistics from continuous
distributions also hold for the discrete case. In , Nagaraja [] explored the behavior
of higher order conditional probabilities of order statistics in an attempt to understand
the structure of discrete order statistics. Later, Nagaraja [] considered some results on
order statistics of a random sample taken from a discrete population.
In general, the distribution theory for order statistics is complex when the parent distri-

bution is discrete. In this study, the joint distributions of order statistics of innid discrete
random variables are expressed in the form of an integral. As far as we know, these ap-
proaches have not been considered in the framework of order statistics from innid discrete
random variables.
From now on, the subscripts and superscripts are defined at first usage, and these defi-

nitions will be valid unless they are redefined.
If a, a, . . . are column vectors, then [a

m
a
m

· · · ] will denote the matrix obtained by tak-

ing m copies of a, m copies of a and so on. perA denotes the permanent of a square
matrix A; the permanent is defined just like the determinant, except that all signs in the
expansion are positive.
Let X,X, . . . ,Xn be innid discrete random variables and X:n ≤ X:n ≤ · · · ≤ Xn:n be the

order statistics obtained by arranging the n Xi’s in the increasing order of magnitude. Let
Fi and fi be df and pf of Xi (i = , , . . . ,n), respectively.
The df and pf of Xr:n,Xr:n, . . . ,Xrp :n,  ≤ r < r < · · · < rn ≤ n (p = , , . . . ,n) will be

given. For notational convenience, we write
∑

z,z,...,zp ,
∑

mp ,kp ,...,m,k ,
∫

and
∫
V instead

of
∑x

z=
∑x

z=z
∑x

z=z · · ·∑xp
zp=zp– ,

∑n–rp
mp=

∑rp––rp–
kp= · · ·∑r––r

m=
∑r––r

k=
∑r––r

m=
∑r–

k=,∫ F
ς
()


(x)

F
ς
()


(x–)
∫ F

ς
()


(x)

F
ς
()


(x–) · · ·
∫ F

ς
()
p

(xp)

F
ς
()
p

(xp–) and
∫ F

ς
()


(x)


∫ F

ς
()


(x)

v
ς
()


· · · ∫ F
ς
()
p

(xp)

v
ς
()
(p–)

in the expressions below,

respectively (xi = , , , . . .) (z = ).

2 Theorems for distribution and probability functions
In this section, the theorems related to pf and df of Xr:n,Xr:n, . . . ,Xrp :n will be given. We
will now express the following theorem for the joint pf of order statistics of innid discrete
random variables.
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Theorem 

fr,r,...,rp :n(x,x, . . . ,xp)

=
∑

mp ,kp ,...,m,k

∑
ns ,ns ,...,nsp

(p+∏
w=

rw––kw–mw––rw–∏
iw–=

[
F
s(iw–)w–

(xw–) – F
s(iw–)w–

(xw–)
])

×
p∏

w=

kw++mw∏
iw=

f
s(iw)
w

(xw), ()

where x < x < · · · < xp,
∑

ns ,ns ,...,nsp
denotes the sum over

⋃p
�= s� for which sυ ∩ sϑ = φ

for υ �= ϑ , S =
⋃p+

�= s�, S = {, , . . . ,n}, r = , rp+ = n + , m = , kp+ = , mw– + kw ≤
rw – rw– – , F

s(i)
(x) = , F

s
(ip+)
p+

(xp+–) = , Fi(xw–) = P(Xi < xw) (w = , , . . . ,p + ), ns� is

the cardinality of s� and

s� =

⎧⎪⎨
⎪⎩

{s()� , s()� , . . . , s
(k �


++m �


)

� }, if � even,

{s()� , s()� , . . . , s
(r �+


––k �+


–m �–


–r �–


)

� }, if � odd.

Proof Consider the event {Xr:n = x,Xr:n = x, . . . ,Xrp :n = xp}.
The above event can be realized in mutually exclusive ways as follows: r –  – k ob-

servations are less than x, kw +  + mw (w = , , . . . ,p) observations are equal to xw,
rξ ––kξ –mξ– – rξ– (ξ = , , . . . ,p) observations are in interval (xξ–,xξ ) and n–mp – rp
observations exceed xp. The probability function of the above event can be written as

fr,r,...,rp :n(x,x, . . . ,xp) = P{Xr:n = x,Xr:n = x, . . . ,Xrp :n = xp}. ()

Identity () can be expressed as

fr,r,...,rp :n(x,x, . . . ,xp)

=
∑

mp ,kp ,...,m,k

Cper
[
F(x–)
r––k

f(x)
k++m

F(x–) – F(x)
r––k–m–r

f(x)
k++m

· · · f(xp)
kp++mp

 – F(xp)
n–mp–rp

]

=
∑

mp ,kp ,...,m,k

C
∑

ns ,ns ,...,nsp

per
[
F(x–)
r––k

]
[s/·)

× per
[
f(x)

k++m

]
[s/·)per

[
F(x–) – F(x)
r––k–m–r

]
[s/·)

× per
[
f(x)

k++m

]
[s/·) · · ·per

[
f(xp)

kp++mp

]
[sp/·)per

[
 – F(xp)
n–mp–rp

]
[sp+/·),

where C = (
∏p+

w=[(rw –  – kw – mw– – rw–)!]–)
∏p

w=[(kw +  + mw)!]–, F(xw) = (F(xw),
F(xw), . . . ,Fn(xw))′ and f(xw) = (f(xw), f(xw), . . . , fn(xw))′ are column vectors. A[s�/·) is the
matrix obtained from A by taking rows whose indices are in s�. Using the expansion of the
permanent in the above identity, we get (). �

Identity () can also be written in the form of an integral as follows.
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Theorem 

fr,r,...,rp :n(x,x, . . . ,xp) =
∑

nς ,nς ,...,nςp

∫ (p+∏
w=

rw–rw––∏
iw=

[
v(w)
ς
(iw)
w–

– v(w–)
ς
(iw)
w–

]) p∏
w=

dv(w)
ς
()
w
, ()

where x < x < · · · < xp,
∑

nς ,nς ,...,nςp
denotes the sum over

⋃p
�= ς� for which ςυ ∩ ςϑ = φ

for υ �= ϑ , S =
⋃p+

�= ς�, v(t)
ς
(iw)
w–

= [v(t)
ς
()
t

– F
ς
()
t
(xt–)]

f
ς
(iw)
w–

(xt )

f
ς
()
t

(xt ) + F
ς
(iw)
w–

(xt–), v()
ς
(i)


= , v(p+)
ς
(ip+)
p+

= 

and

ς� =

⎧⎨
⎩

{ς ()
� }, if � even,

{ς ()
� ,ς ()

� , . . . ,ς
(r �+


–r �–


–)

� }, if � odd.

Proof Consider the identity

∑
nsw–=ϑ–kw––mw

(
ϑ–kw––mw∏

j=

Gs(j)w–

) kw++mw∏
i=

fs(i)w

=
kw!mw!

(kw +  +mw)!
∑

nτw–=ϑ–kw––mw
nτw–=kw
nτw–=

(
ϑ–kw––mw∏

i=

G
τ
(i)
w–

)( kw∏
i=

f
τ
(i)
w–

)
f
τ
()
w–

mw∏
i=

f
τ
(i)
w

()

and using () in (), it can be written as

fr,r,...,rp :n(x,x, . . . ,xp)

=
∑

mp ,kp ,...,m,k

( p∏
w=

kw!mw!
(kw +  +mw)!

) ∑
nτ ,nτ ,...,nτp

[p+∏
w=

( mw–∏
i(w–)=

f
τ
(i(w–))
(w–)

(xw–)

)

×
(rw––kw–mw––rw–∏

iw–=

[
F

τ
(iw–)
w–

(xw–) – F
τ
(iw–)
w–

(xw–)
])

×
kw∏

iw–=

f
τ
(iw–)
w–

(xw)

] p∏
w=

f
τ
()
w–

(xw),

where
∑

nτ ,nτ ,...,nτp
denotes the sum over

⋃p
l= τl for which τυ ∩ τϑ = φ for υ �= ϑ , S =⋃p+

l= τl ,

sw = τw– ∪ τw– ∪ τw, sw– = τw– and

τl =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

{τ ()
l , τ ()

l , . . . , τ
(m l


)

l }, if l ≡  (mod),

{τ ()
l , τ ()

l , . . . , τ
(r l+


––m l–


–k l+


–r l–


)

l }, if l ≡  (mod),

{τ ()
l , τ ()

l , . . . , τ
(k l+


)

l }, if l ≡  (mod),

{τ ()
l }, if l ≡  (mod).
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The above identity can be written as

fr,r,...,rp :n(x,x, . . . ,xp)

=
∑

mp ,kp ,...,m,k

( p∏
w=

kw!mw!
(kw +  +mw)!

)

×
∑

nτ ,nτ ,...,nτp

( p∏
w=

(kw +  +mw)!
kw!mw!

)

×
[∫ 



∫ 


· · ·

∫ 


yk ( – y)myk ( – y)m · · · ykpp ( – yp)mp dy dy · · · dyp

]

×
[p+∏
w=

( mw–∏
i(w–)=

f
τ
(i(w–))
(w–)

(xw–)

)

×
(rw––kw–mw––rw–∏

iw–=

[
F

τ
(iw–)
w–

(xw–) – F
τ
(iw–)
w–

(xw–)
])

×
kw∏

iw–=

f
τ
(iw–)
w–

(xw)

] p∏
w=

f
τ
()
w–

(xw).

The following expression can be written from the above identity

fr,r,...,rp :n(x,x, . . . ,xp)

=
∑

mp ,kp ,...,m,k

∑
nτ ,nτ ,...,nτp

∫ 



∫ 


· · ·

∫ 



[p+∏
w=

( mw–∏
i(w–)=

( – yw–)f
τ
(i(w–))
(w–)

(xw–)

)

×
(rw––kw–mw––rw–∏

iw–=

[
F

τ
(iw–)
w–

(xw–) – F
τ
(iw–)
w–

(xw–)
])

×
kw∏

iw–=

ywf
τ
(iw–)
w–

(xw)

] p∏
w=

f
τ
()
w–

(xw)dyw

and here, if v(w)
τ
(ij)
l

= ywf
τ
(ij)
l
(xw) + F

τ
(ij)
l
(xw–), the following identity is obtained

fr,r,...,rp :n(x,x, . . . ,xp)

=
∑

mp ,kp ,...,m,k

∑
nτ ,nτ ,...,nτp

∫ F
τ
()


(x)

F
τ
()


(x–)

∫ F
τ
()


(x)

F
τ
()


(x–)
· · ·

∫ F
τ
()
p–

(xp)

F
τ
()
p–

(xp–)

[p+∏
w=

( mw–∏
i(w–)=

[
F

τ
(i(w–))
(w–)

(xw–)

– v(w–)
τ
(i(w–))
(w–)

])(rw––kw–mw––rw–∏
iw–=

[
F

τ
(iw–)
w–

(xw–) – F
τ
(iw–)
w–

(xw–)
])

×
kw∏

iw–=

[
v(w)
τ
(iw–)
w–

– F
τ
(iw–)
w–

(xw–)
]] p∏

w=

dv(w)
τ
()
w–

. ()
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By considering

l∑
ξ=

l∑
ζ=

∑
nτ(w–) =ζ

nτw–=l–ξ–ζ

(
ζ∏

i(w–)=

g
τ
(i(w–))
(w–)

)( l–ξ–ζ∏
iw–=

f
τ
(iw–)
w–

)
ξ∏

iw–=

h
τ
(iw–)
w–

=
l∏

iw=

[g
ς
(iw)
w–

+ f
ς
(iw)
w–

+ h
ς
(iw)
w–

], ()

where ξ + ζ ≤ l, and using () for eachmw– and kw in (), we get

fr,r,...,rp :n(x,x, . . . ,xp)

=
∑

nς ,nς ,...,nςp

∫ (p+∏
w=

rw–rw––∏
iw=

[
F

ς
(iw)
w–

(xw–) – v(w–)
ς
(iw)
w–

+ F
ς
(iw)
w–

(xw–)

– F
ς
(iw)
w–

(xw–) + v(w)
ς
(iw)
w–

– F
ς
(iw)
w–

(xw–)
]) p∏

w=

dv(w)
ς
()
w
,

where ςw– = τ(w–) ∪ τw– ∪ τw– and ςw = τw–. This completes the proof of the the-
orem. �

We have the following special cases obtained from (). Consider by taking p = , n =

, r = , r =  and v()
ς
()


= [v()
ς
()


– F
ς
()

(x–)]

f
ς
()


(x)

f
ς
()


(x)
+ F

ς
()

(x–), the following identity is

obtained

f,:(x,x) =
∑

nς ,nς

∫ F
ς
()


(x)

F
ς
()


(x–)

(∫ F
ς
()


(x)

F
ς
()


(x–)

(
 – v()

ς
()


)
dv()

ς
()


)
dv()

ς
()


=
∑

nς ,nς

f
ς
()

(x)

{
f
ς
()

(x) +



f
ς
()

(x)Fς

()

(x–)

–


f
ς
()

(x)Fς

()

(x) – f

ς
()

(x)Fς

()

(x–)

}

= f(x)
{
f(x) +



f(x)F(x–) –



f(x)F(x) – f(x)F(x–)

}

+ f(x)
{
f(x) +



f(x)F(x–) –



f(x)F(x) – f(x)F(x–)

}

+ f(x)
{
f(x) +



f(x)F(x–) –



f(x)F(x) – f(x)F(x–)

}

+ f(x)
{
f(x) +



f(x)F(x–) –



f(x)F(x) – f(x)F(x–)

}

+ f(x)
{
f(x) +



f(x)F(x–) –



f(x)F(x) – f(x)F(x–)

}

+ f(x)
{
f(x) +



f(x)F(x–) –



f(x)F(x) – f(x)F(x–)

}
.
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Moreover, the above identity in the iid case can be expressed by

f,:(x,x) = f (x)f (x) – f (x)f (x)F(x) + f (x)f (x).

This result is obtained if i = , j = , and n =  in equation () in Khatri [].
If x = x = · · · = xp = x, it should be written as

∫ ∫ · · · ∫ instead of
∫

in (), where∫ ∫ · · · ∫ is to be carried out over the region: F
ς
()

(x–) ≤ v()

ς
()


≤ v()
ς
()


≤ · · · ≤ v(p)
ς
()
p

≤
F

ς
()
p
(xp–),Fς

()

(x–) ≤ v()

ς
()


≤ F
ς
()

(x),Fς

()

(x–) ≤ v()

ς
()


≤ F
ς
()

(x), . . . ,Fς

()
p
(xp–) ≤ v(p)

ς
()
p

≤
F

ς
()
p
(xp).

Further on considering p = , n = , r = , r = , and v()
ς
()


= [v()
ς
()


– F
ς
()

(x–)]

f
ς
()


(x)

f
ς
()


(x)
+

F
ς
()

(x–) in (), if X, X, X are innid discrete random variables and for x = x = x, then

f,:(x,x)

=
∑

nς ,nς

∫ F
ς
()


(x)

F
ς
()


(x–)

(∫ F
ς
()


(x)

v
ς
()


(
 – v()

ς
()


)
dv()

ς
()


)
dv()

ς
()


=
∑

nς ,nς

{
F

ς
()

(x)f

ς
()

(x) –



[
F

ς
()

(x) + F

ς
()

(x–)

]
f
ς
()

(x) –



F

ς
()

(x)f

ς
()

(x)

f
ς
()

(x)

f
ς
()

(x)

+



[
F

ς
()

(x) – F

ς
()

(x–)

] fς ()

(x)

f
ς
()

(x)

+ F
ς
()

(x)F

ς
()

(x–)

f
ς
()

(x)f

ς
()

(x)

f
ς
()

(x)

–


[
F

ς
()

(x) + F

ς
()

(x–)

]
f
ς
()

(x)F

ς
()

(x–)

f
ς
()

(x)

f
ς
()

(x)

– F
ς
()

(x)F

ς
()

(x–)f

ς
()

(x)

+


[
F

ς
()

(x) + F

ς
()

(x–)

]
f
ς
()

(x)F

ς
()

(x–)

}

=
{
F(x)f(x) –



[
F(x) + F(x–)

]
f(x) –



F
 (x)f(x)

f(x)
f(x)

+



[
F
 (x) – F

 (x–)
] f(x)
f(x)

+ F(x)F(x–)
f(x)f(x)
f(x)

–


[
F(x) + F(x–)

]
f(x)F(x–)

f(x)
f(x)

– F(x)F(x–)f(x)

+


[
F(x) + F(x–)

]
f(x)F(x–)

}

+
{
F(x)f(x) –



[
F(x) + F(x–)

]
f(x) –



F
 (x)f(x)

f(x)
f(x)

+



[
F
 (x) – F

 (x–)
] f(x)
f(x)

+ F(x)F(x–)
f(x)f(x)
f(x)

–


[
F(x) + F(x–)

]
f(x)F(x–)

f(x)
f(x)

– F(x)F(x–)f(x)

+


[
F(x) + F(x–)

]
f(x)F(x–)

}

+
{
F(x)f(x) –



[
F(x) + F(x–)

]
f(x) –



F
 (x)f(x)

f(x)
f(x)
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+



[
F
 (x) – F

 (x–)
] f(x)
f(x)

+ F(x)F(x–)
f(x)f(x)
f(x)

–


[
F(x) + F(x–)

]
f(x)F(x–)

f(x)
f(x)

– F(x)F(x–)f(x)

+


[
F(x) + F(x–)

]
f(x)F(x–)

}

+
{
F(x)f(x) –



[
F(x) + F(x–)

]
f(x) –



F
 (x)f(x)

f(x)
f(x)

+



[
F
 (x) – F

 (x–)
] f(x)
f(x)

+ F(x)F(x–)
f(x)f(x)
f(x)

–


[
F(x) + F(x–)

]
f(x)F(x–)

f(x)
f(x)

– F(x)F(x–)f(x)

+


[
F(x) + F(x–)

]
f(x)F(x–)

}

+
{
F(x)f(x) –



[
F(x) + F(x–)

]
f(x) –



F
 (x)f(x)

f(x)
f(x)

+



[
F
 (x) – F

 (x–)
] f(x)
f(x)

+ F(x)F(x–)
f(x)f(x)
f(x)

–


[
F(x) + F(x–)

]
f(x)F(x–)

f(x)
f(x)

– F(x)F(x–)f(x)

+


[
F(x) + F(x–)

]
f(x)F(x–)

}

+
{
F(x)f(x) –



[
F(x) + F(x–)

]
f(x) –



F
 (x)f(x)

f(x)
f(x)

+



[
F
 (x) – F

 (x–)
] f(x)
f(x)

+ F(x)F(x–)
f(x)f(x)
f(x)

–


[
F(x) + F(x–)

]
f(x)F(x–)

f(x)
f(x)

– F(x)F(x–)f(x)

+


[
F(x) + F(x–)

]
f(x)F(x–)

}
.

Moreover, the above identity in the iid case can be expressed by

= F(x)f (x) – 
[
F(x) + F(x–)

]
f (x) – F(x)f (x) +

[
F(x) – F(x–)

]
+ F(x)F(x–)f (x)

– 
[
F(x) + F(x–)

]
F(x–)f (x) – F(x)F(x–)f (x) + 

[
F(x) + F(x–)

]
f (x)F(x–)

= F(x)f (x) – F(x)f (x) – F(x–)f (x) – F(x)f (x) + F(x) – F(x–)

= f (x) – F(x)f (x) + f (x)
[
F(x) – F(x)f (x) + f (x)

]
= f (x) + f (x)

[
 – F(x)

]
.

This result is obtained if r = , s = , and n =  in equation (..) in David [].
Furthermore, if x ≤ x ≤ · · · ≤ xp, it should bewritten

∫ ∫ · · · ∫ instead of
∫
in (), where∫ ∫ · · · ∫ is to be carried out over the region: v()

ς
()


≤ v()
ς
()


≤ · · · ≤ v(p)
ς
()
p
,F

ς
()

(x–) ≤ v()

ς
()


≤
F

ς
()

(x),Fς

()

(x–) ≤ v()

ς
()


≤ F
ς
()

(x), . . . ,Fς

()
p
(xp–) ≤ v(p)

ς
()
p

≤ F
ς
()
p
(xp).
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We now express the following theorem to obtain the joint df of order statistics of innid
discrete random variables.

Theorem 

Fr,r,...,rp :n(x,x, . . . ,xp)

=
∑

z,z,...,zp

∑
mp ,kp ,...,m,k

∑
ns ,ns ,...,nsp

(p+∏
w=

rw––kw–mw––rw–∏
iw–=

[
F
s(iw–)w–

(zw–) – F
s(iw–)w–

(zw–)
])

×
p∏

w=

kw++mw∏
iw=

f
s(iw)
w

(zw). ()

Proof We have

Fr,r,...,rp :n(x,x, . . . ,xp) =
∑

z,z,...,zp

fr,r,...,rp :n(z, z, . . . , zp) ()

and using () in (), () is obtained. �

The identity () can also be written in the form of an integral as follows.

Theorem 

Fr,r,...,rp :n(x,x, . . . ,xp) =
∑

nς ,nς ,...,nςp

(∫
V

p+∏
w=

rw–rw––∏
iw=

[
v(w)
ς
(iw)
w–

– v(w–)
ς
(iw)
w–

]) p∏
w=

dv(w)
ς
()
w
. ()

Proof Using () in (), () is obtained. �

3 Results for distribution and probability functions
In this section, the results related to pf and df of Xr:n,Xr:n, . . . ,Xrp :n will be determined.
We express the following result for pf of the rth order statistic of innid discrete random
variables.

Result 

fr:n(x) =
n–r∑
m=

r–∑
k=

∑
ns ,ns

(r––k∏
i=

F
s(i)

(x–)

)(k++m∏
i=

f
s(i)

(x)

) n–m–r∏
i=

[
 – F

s(i)
(x)

]

=
∑

nς,nς

∫ F
ς
()


(x)

F
ς
()


(x–)

(r–∏
i=

v()
ς
(i)


)(n–r∏
i=

[
 – v()

ς
(i)


])
dv()

ς
()

. ()

Proof In () and (), if p = , () is obtained. �

In Result  and Result , the pf ’s of minimum and maximum order statistics of innid
discrete random variables are given respectively.

http://www.journalofinequalitiesandapplications.com/content/2012/1/264


Güngör et al. Journal of Inequalities and Applications 2012, 2012:264 Page 10 of 12
http://www.journalofinequalitiesandapplications.com/content/2012/1/264

Result 

f:n(x) =
n–∑
m=

∑
ns

(+m∏
i=

f
s(i)

(x)

) n–m–∏
i=

[
 – F

s(i)
(x)

]

=
∑
nς

∫ F
ς
()


(x)

F
ς
()


(x–)

(n–∏
i=

[
 – v()

ς
(i)


])
dv()

ς
()

. ()

Proof In (), if r = , () is obtained. �

Result 

fn:n(x) =
n–∑
k=

∑
ns ,ns

(n––k∏
i=

F
s(i)

(x–)

) k+∏
i=

f
s(i)

(x)

=
∑

nς ,nς

∫ F
ς
()


(x)

F
ς
()


(x–)

(n–∏
i=

v()
ς
(i)


)
dv()

ς
()

. ()

Proof In (), if r = n, () is obtained. �

In the following result, we determine the joint pf of X:n,X:n, . . . ,Xp:n.

Result  If x ≤ x ≤ · · · ≤ xp,

f,,...,p:n(x,x, . . . ,xp) =
n–p∑
mp=

∑
ns ,ns ,...,nsp

(n–mp–p∏
ip+=

[
 – F

s
(ip+)
p+

(xp)
]) p∏

w=

+mw∏
iw=

f
s(iw)
w

(xw)

=
∑

nς ,nς ,...,nςp

∫ ∫
· · ·

∫ ( n–p∏
ip+=

[
 – v(p)

ς
(ip+)
p+

]) p∏
w=

dv(w)
ς
()
w
, ()

where
∫ ∫ · · · ∫ is to be carried out over the region: v()

ς
()


≤ v()
ς
()


≤ · · · ≤ v(p)
ς
()
p
,F

ς
()

(x–) ≤

v()
ς
()


≤ F
ς
()

(x),Fς

()

(x–) ≤ v()

ς
()


≤ F
ς
()

(x), . . . ,Fς

()
p
(xp–) ≤ v(p)

ς
()
p

≤ F
ς
()
p
(xp).

Proof In () and (), if r = , r = , . . . , rp = p and
∫ ∫ · · · ∫ instead of

∫
, () is obtained.

�

Specially, in (), by taking p = , n =  and v()
ς
()


= [v()
ς
()


– F
ς
()

(x–)]

f
ς
()


(x)

f
ς
()


(x)
+ F

ς
()

(x–),

the following identity is obtained

f,:(x,x) =
∑

ns ,ns

(
 – Fs()

(x)
)
fs()

(x)fs()
(x) +

∑
ns

fs()
(x)fs()

(x)fs()
(x)

=
(
 – F(x)

)
f(x)f(x) +

(
 – F(x)

)
f(x)f(x) +

(
 – F(x)

)
f(x)f(x)

+
(
 – F(x)

)
f(x)f(x) +

(
 – F(x)

)
f(x)f(x)

+
(
 – F(x)

)
f(x)f(x) + f(x)f(x)f(x)

+ f(x)f(x)f(x) + f(x)f(x)f(x).
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Moreover, the above identity in the iid case can be expressed as

f,:(x,x) = f (x)f (x) – f (x)f (x)F(x) + f (x)f (x).

Wenowestablish three results for thedf of single order statistic of innid discrete random
variables.

Result 

Fr:n(x) =
x∑

z=

n–r∑
m=

r–∑
k=

∑
ns ,ns

(r––k∏
i=

F
s(i)

(z–)

)(k++m∏
i=

f
s(i)

(z)

) n–m–r∏
i=

[
 – F

s(i)
(z)

]

=
∑

nς,nς

∫ F
ς
()


(x)



(r–∏
i=

v()
ς
(i)


)(n–r∏
i=

[
 – v()

ς
(i)


])
dv()

ς
()

. ()

Proof In () and (), if p = , () is obtained. �

Result 

F:n(x) =
x∑

z=

n–∑
m=

∑
ns

(+m∏
i=

f
s(i)

(z)

) n–m–∏
i=

[
 – F

s(i)
(z)

]

=
∑
nς

∫ F
ς
()


(x)



(n–∏
i=

[
 – v()

ς
(i)


])
dv()

ς
()

. ()

Proof In (), if r = , () is obtained. �

Result 

Fn:n(x) =
x∑

z=

n–∑
k=

∑
ns ,ns

(n––k∏
i=

F
s(i)

(z–)

) k+∏
i=

f
s(i)

(z)

=
∑

nς ,nς

∫ F
ς
()


(x)



(n–∏
i=

v()
ς
(i)


)
dv()

ς
()

. ()

Proof In (), if r = n, () is obtained. �
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