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1 Introduction

The joint probability density function (pdf) and marginal pdf of order statistics of inde-
pendent but not necessarily identically distributed (innid) random variables was derived
by Vaughan and Venables [1] by means of permanents. In addition, Balakrishnan [2] and
Bapat and Beg [3] obtained the joint pdf and distribution function (df) of order statistics
of innid random variables by means of permanents. Balasubramanian et al. [4] obtained
the distribution of single order statistics in terms of distribution functions of the mini-
mum and maximum order statistics of some subsets of {X7, X», ..., X,,} where X;’s are innid
random variables. Later, Balasubramanian et al. [5] generalized their previous results [4]
to the case of the joint distribution function of several order statistics. Recurrence rela-
tionships among the distribution functions of order statistics arising from innid random
variables were obtained by Cao and West [6]. Using multinomial arguments, the pdf of
X1 (1 <r < m+1) was obtained by Childs and Balakrishnan [7] by adding another inde-
pendent random variable to the original n variables Xj, X5, ..., X},. Also, Balasubramanian
et al. [8] established the identities satisfied by the distributions of order statistics from
non-independent non-identical variables through operator methods based on the differ-
ence and differential operators. In 1991, Beg [9] obtained several recurrence relations and
identities for product moments of order statistics of innid random variables using perma-
nents. Recently, Cramer et al. [10] derived the expressions for the distribution and density
functions by Ryser’s method and the distributions of maxima and minima based on per-
manents.

The notion of distribution theory has been applied in various branches of science for in-
vestigations. Recently, the notion of a uniform distribution has been applied in sequence
spaces and the notion of statistical convergent sequences has been studied and investi-
gated from different aspects by Rath and Tripathy [11], Tripathy [12, 13], Tripathy and
Baruah [14], Tripathy and Dutta [15], Tripathy and Sarma [16], Tripathy and Sen [17], and
others.
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A multivariate generalization of classical order statistics for random samples from a con-
tinuous multivariate distribution was defined by Corley [18]. Guilbaud [19] expressed the
probability of the functions of innid random vectors as a linear combination of prob-
abilities of the functions of independent and identically distributed (iid) random vec-
tors and thus also for order statistics of random variables. Expressions for generalized
joint densities of order statistics of iid random variables in terms of Radon-Nikodym
derivatives with respect to product measures based on df were derived by Goldie and
Maller [20].

Several identities and recurrence relations for pdf and df of order statistics of iid random
variables were established by numerous authors including Arnold et al. [21], Balasubrama-
nian and Beg [22], David [23], and Reiss [24]. Furthermore, Arnold et al. [21], David [23],
Gan and Bain [25], and Khatri [26] obtained the probability function (pf) and df of order
statistics of iid random variables from a discrete parent. Balakrishnan [27] showed that
several relations and identities that have been derived for order statistics from continuous
distributions also hold for the discrete case. In 1986, Nagaraja [28] explored the behavior
of higher order conditional probabilities of order statistics in an attempt to understand
the structure of discrete order statistics. Later, Nagaraja [29] considered some results on
order statistics of a random sample taken from a discrete population.

In general, the distribution theory for order statistics is complex when the parent distri-
bution is discrete. In this study, the joint distributions of order statistics of innid discrete
random variables are expressed in the form of an integral. As far as we know, these ap-
proaches have not been considered in the framework of order statistics from innid discrete
random variables.

From now on, the subscripts and superscripts are defined at first usage, and these defi-
nitions will be valid unless they are redefined.

If a;,ay, ... are column vectors, then [a; ay ---] will denote the matrix obtained by tak-
ing m; copies of aj, m, copies of a, anZln ls: 2on. per A denotes the permanent of a square
matrix A; the permanent is defined just like the determinant, except that all signs in the
expansion are positive.

Let X1, X5,...,X, be innid discrete random variables and Xi., < X5, < --- < X,,., be the
order statistics obtained by arranging the # X;’s in the increasing order of magnitude. Let
F; and f; be df and pf of X; (i =1,2,..., n), respectively.

The df and pf of Xy Xiyins - s Xpyy L <1<y <---<r, <mn(p=12,...,n) wil be

p
given. For notational convenience, we write ZZLZZ' 2’ Zmp,kp,...,ml,kl’ f and fv instead

n—r rp=1-r, -1 -1- —1- —1- -1
Of Zzl 0 222 =21 Zz3 22 o Zzp =zp-1’ Zmpfo Zk[;_ . 2:22:()’2 Zl’;zzzo " Z:Zl:()rl 21?1:0!

F W (%1) g(1) (x2) ;1) (xp) F 1) (1) Fg 1) (*%2) gél) (p)
2 4 P 4 P : :

F ) JE o) fF x,, , and fo f”;;“ e fy % , in the expressions below,
2 4

respectively (x; = 0, 1,2 ) (z0 = 0).

2 Theorems for distribution and probability functions
In this section, the theorems related to pf and df of X,,., Xry, - .., X;,.n Will be given. We
will now express the following theorem for the joint pf of order statistics of innid discrete

random variables.
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Theorem 1

frl,rz,...,rp:n (xly X2seees xp)

=2

<17+1 rw=1=ky—=my_1-ry-1
mp,kp ‘‘‘‘‘ mi,k1 Ay M50 50 nsZp

[ [ [E oo () —Fsg%ﬂ(xw_l)]>

igw-1=1

P ky+l+my

X l_[ 1_[ f(lzw (), 1)

w=l  ipy=1

where x; < xp < -+ < Xp, an . denotes the sum over Uz 1 S¢ for which s, N'sg = ¢

forv #9, S:U?pfse, ={L2,...,n},70=0, 10 =n+1,my =0, kyy1 =0, m,_1 +ky <
Tw—Two1 — 1, F(ll (x0) =0, F<l2p+1 (%ps1—) =1, Fi(xy—) = P(X; <xy) W=1,2,...,p+1), 1, is

2p+1
the cardinality of s¢ and

) (kg +1+my)
{sp7,8, 500r8,” 2y, if € even,
(res1 =1-kgs1 -myo_1-rp1)

W@, s, 7 T T 2 Y iftodd.

Sy =

Proof Consider the event {X,,.,, = %1, Xy.n = %2,... s Xy = Xp}.

The above event can be realized in mutually exclusive ways as follows: r, — 1 — k; ob-
servations are less than &y, k, + 1 + m,, (w =1,2,...,p) observations are equal to x,,
re —1—ke —mz_1—re_1 (€ =2,3,...,p) observations are in interval (x;_, %) and n—m, —r,
observations exceed x,. The probability function of the above event can be written as

frl,rg,...,rp:n(xb X250 rxp) = P{Xrlzn = xl:szzn =Xy »er:n = xp}' (2)
Identity (2) can be expressed as

f"brz,...,rp:n (xly X2senes xp)

= Y Cper[F(m-) f(x) F(wp—) —F(x) f(xa) -+ f(x,) 1-Flx,)]

M Ko K1 ri—=1-ky ky+l+my ro—l-ko—myj—ry ko+l+my kp+l+my n—mp=Tp

= Y C > perF@-)]lsi/)

r1—-1-k;
mp,/(p,...,ml,kl N5y M5 50ees Vlszp 1= 1

x per[ f(x1) |[s2/-) per[F(xy—) — F(x1)][s3/-)

k1 +1+m ro—1-ko—my—r|

x per| £(x) Jlsa/") - per] £(x,) Jlsap/) per[l — F(x)] sz /),

ko +1+my kp+1+mp n—mp—rp

where C = ([T153[(rw = 1 = ky = myt = )T [T [k + 1+ m)7, E) = (Fi),
Fy(xy), ..., Fy(xy)) and f(x,) = (fi(xw), o (x0), - - o fulw) ) are column vectors. A[s,/-) is the
matrix obtamed from A by taking rows whose indices are in s,. Using the expansion of the

permanent in the above identity, we get (1). O

Identity (1) can also be written in the form of an integral as follows.
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Theorem 2

p+l ry—-ry_1-1

frl,rz,.‘.,rp:n (xl) X2y .0 )xp) = Z / l_[ 1_[ W_D 1_[ dV (1 (3)

§ . .
N1 Mgy rellGyy, w=l  iy=1 w 2W

where %1 <Xy < -+ <Xp, ) denotes the sum over UZI Se for which ¢, N ¢y = ¢

Ngypley sy

w0 ® I, G2 )
Jorv#9,S=,2; se Vi =[v (1)—F§(1)(xt—)]f—xt+F<lw> (%), V )—0 o =1
Sow-1 St 2t §§[ §2p+1
and
1) ,
{se b if € even,
e = (rgsa =11 -1)
) (@ Hgrret .
{gé ),gé ),...,gz 2T ), iftodd.
Proof Consider the identity
O —ky—1-my, ky+1+my,
> [T 6o ) IT 19
Hsgy_q =0 —kw—=1-ry j=1 i=1
s (T e ) (Tl o I
_ G o f s S i3) (4)
1
(ky + 1+ m,,)! S P ol 2 Ve
Mgy =Kw
nr:w—l =1

and using (4) in (1), it can be written as

frl,rz,...,rp:n (xlr KXyeoes xp)

p+l My_1

kylm,,
= Z l_[(k :_lr:[_m )y Z 1_[ Hf(lgwl(xwl)

; 4 1
Mp,kp,...m1,kp \w=1 Ty My pestry, Lw=1 Nig(y_1)=1 (w-1)

rw=1=kw—=my_1-Tw-1

X 1_[ [Fr(isw_ﬁ(xw_)_Fz(igw_z)(xw—l)]
i3wn=1 4w-3 4w-3
b
X l_[ f(l3w— (xw) Hf (xw);
iw-1=1

where an,nrz, gy denotes the sum over Uz 1 7 for which 7, Ny = ¢ for v #9, S =
4p+1
=1 W
Sow = Taw—2 U Tay-1 U Tay, Sow-1 = Tay-3 and
M _@ tmy) e
(... 1 if /=0 (mod 4),
(rpgz=1-myy ~kp3-riq)
n _(2) s T i i o7
o= {7, 5,7, ¢ L v ifl=1 (mod4),
)
{rl(l), 11(2), N A if [ =2 (mod4),
7"}, if 1 =3 (mod4).
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The above identity can be written as

frwz,.‘.,rp:n (%1, %25 ..., %p)

d ky\m,,!
- Z l_[ (ky + 1+ m,)!

mp,Kp,...m1,kp \w=1

P (ky + 1+ m,)!
% Z l_[ kylm,,!

ny ,nfz,...,nqp w=1

1 1 1
m m: k m,
XU f / I =) Y52 = 32)™2 -y (L= ) ”dyldyz~~-dyp]
0 0 0

p+l My—1

< TTLTT e (e
w=1 l3(w 1)= =1 4(W )
rw=1=kw—=my_1-Tw-1
S 1_[ [Fr(iswfz)(xw_) _Fr(iawfz)(xw—l)]
. 4w-3 4w-3
izw-2=1
kw p
< |1 L@ [ T[fo G
4w—2 4w-1
i3y-1=1 w=1

The following expression can be written from the above identity

frl,rz,...,rp:n (xb KXyeoes xp)

1[p+1 mMy_1
= Z Z / / / (1 Jw-1 )f (i3 1))(xw—1)
M KL KL Hty T ey, w= 1 13(W =1 “40v-1)
rw=1=kw—my_1-1w-1
X 1_[ [F (lsw_z)(xw ) - Fz(igw_z)(xw—l)]
4w-3 4w-3

i3w—2=1

X l_[ wa lsw »(w) l_[f (xw dyy

i3y-1=1

and here, if Vi‘:’;) = war z(ij) (%) + Ff;i/) (xw—), the following identity is obtained
I

ﬁbrz,...,rp:n(xl;xz, .. ,xp)

p+l My_1

F (1 x1 F‘[<l) (xp)
) Z Z / ./F /p v 1_[ 1_[ [F T(iS(w—l))(xw—l)
(1

i Kyt KL Mty My iy, 1>(x1 - ,&)_l(xp—) w=1 \igp_p=1 40D
rw—=l=ky—my_1-ry_1
-1

_V(‘:}, ) )] 1_[ [F (i3-2) (=) — F(igw_z)(xw—l)]
\Bw-1) , Taw-3 T4w-3
4(w-1) izw-2=1

(w
x l—[ ’3w 1) Fr<i3W_1)(xw 1_[ dV : (5)
Taw-2 4w-2 4w 1

i3w-1=1

Page 5 of 12
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By considering

Xl:i g ( [T goun )(lf_[{flsw2> [T 6

ip-p=1 D i3w-2=1 igy-1=1

l
= [Tlg, i, +f 00 +h o ) (©6)
2w-1 2w—

iy=1

where & + ¢ </, and using (6) for each m,,_; and k,, in (5), we get

frwz,.‘.,rp:n (%1,%2, .. .5 %p)

p+lry-ry_1-1
=y / (]—[ [] [F i (xw—l)_V +F ) (=)
"sop W

Ny gy s w=l  iy=1

W)
_ng,w y (1) + v -F Sl (2—) ) 1_[ dv

where ¢2y-1 = Tagw-1) U Taw-3 U Tay—2 and &ay = Taw—1. This completes the proof of the the-

orem. O

We have the following special cases obtained from (3). Consider by taking p =2, n =

fa)2)
3,1 =1,r =2 and 2 ( [V(Z()l) - F o (xg—)];S—(x) + F_)(x2—), the following identity is
S5 S4 o4 P2 s
obtained
@ (1) ) (*2)
2 1)
ﬁzg(xl,xZ Z f (/ (l—v(()l))d ()l)dV(
P F (1 ) (@x2-) S5 S

> fo (xl){fgin (52) + S0 &2)F g0 520)

Mgy iligy

- S IE (o) = G)F o)

=f1(x1){fz(xz) ¢ P ) - SlEw) —fz(xz)Fs(xz—)}
A ) + L) Eslen) — L) Fe) —fs(xz)Fz(xz—)}
Al ) + ZADEG) — S ) Fin-)
o) iGwa) + () Fae o) — ooy aa) — i) s (aa)

) i) + %fz(xz)Fl(xz—) L ) i) — fix) a ()

A ) + i) Ex o) - ShiE ) ~fE)FiEo)|
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Moreover, the above identity in the iid case can be expressed by

A2 (x1,x2) = 6 (x1)f (%) — 6 (1 )f (%2) F (3%2) + 3f (1)1 (x2).

This result is obtained if i =1, j = 2, and n = 3 in equation (6) in Khatri [26].

If x =%, = .-+ = x, = &, it should be written as fff instead of f in (3), where
J [---[ is to be carried out over the region: F_u)(x1—) < va()l) < v(z()l) <...< v(p()l) <
S2 Sy S4 §2p
(1) (2) ()
_ )< < )< < < <
Fgéi,) (*xp )»Fgél)(xl ) < Y = Fgén(m),l’gil) (12—) < Y = ngn(xz),-. (xp -) < ngp) <
Fgéy (xp)
) ) f ) (x2)
Further on considering p =2, n=3,r =1, r, =2, and W )1) = [V( ()1) (x2 )]f ot
S5 S4 2

Fg(l) (x2—) in (3), if X1, X5, X3 are innid discrete random variables and for X1 = X9 = x, then
5

f1,2:3(x’x)
F 1)(x) F 1)(x)
— B) S4 (2) ) 1)
_HQZ:HM /Fgu)(x) (/vga) (1- v§5(>)d f)dv )
fo®)
- n§4{ngl)(ng£” () = l[ (x +F ) (e )lf (1 @) D(x)f )( )
1 3 5 fg o (%) f§2(1>(x)f§é1)(x)
el @ F el TG W 6
1 fgél
~ 5[0+ F o)) o @F o) e~ F @G
SIE )+ Fp ) WIF o)
- {Fz(x)fl(x)- ARG - FEA0 RS + R0 - Rl
+ () Faa—)) jf)ﬁ)(x) —%[Fl( ) + Fy(x=) i) Fa (a )ffg ; — B0)Fs(x-)fi (v)
%[Fl(x) + Fl ]fl x)Fg(x )}
{Fe,(x)fl () 5 [F) + Fe) i) - S it j?( ;

Lros 3. \12®) 1(x)f2(x)
E[F (x) — Fy (x —)]f( ) + F3(x)F3(x—) )
%[Fl(x)+F1(x ) |fi () F3(x-) fE ; F3(x)Fa(x-)f (%)
%[Fl x) + Fl ]fl Fz(x }

Sf3(x)

{H(xfz (%) - —[Fz(x)+Fz(x )]fa(x) - —Fz( Valx )ﬁ( )

Page 7 of 12
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l 3 3 (e fB_) _f( )f?)(x)

6[F() Fy(x )]fl() + Fy (%) Fi(x—) @

%[Fz(x)ﬂfz(x ) o () Fy (2~ )? - Fi(x)F3(x—)f2(x)

%[Fz( ) + Fa(x }

{Fs(x)fz(x)— —[Fz(x)+F2(x—)]f2(x)—lF2( Volx )ﬁ—
2 2 fa(x)

l 3 3 (e .@ _f2(x)fl(x)

6[F() F;(x )]f() + F3(x)F3(x—) )

1 fix)

E[Fz(x)+Fz(x )]f2 (%) F3(x— )m F3(x)Fy (x=)fa(x)

1

[ ( +F2 ]fz(x F1 }

+

2

filx)
Fz(x)fs(x)——[Fg(x + F3(x-)|fs(x) — Fy(x)f3(x )JT
Lros 3 Six) f3(x)fl(x)
E[F() F3(x )]m + Fy(x)Fy(x-) 0
1 Silx)
E[Fs(x)+Fs(x )]fs (%) Fa(x— )m—Fz(x)Fl(x )fs(x)
¢ 5[ + BE)JWhe- )}
{Fl(x)s(x)——[Fg )+ Esle) )~ 3 LGl )’%
l 3 3 (e M _fB(x)fZ(x)
6[F() F3(x ]fl + Fy () Fy (%) @
1 (%)
- =[F3(®) + F3(x-) |fs (%) Fi(x—) = — Fi(x)F2(x-)f3(x)
2 filx)
¢ S [B@ + BE s WE - )}

Moreover, the above identity in the iid case can be expressed by

= 6F(x)f (x) — 3[F(x) + F(x=)|f (%) — BF*(x)f (%) + [F> (%) — F(x—)] + 6F(x)F (x~)f (x)
= 3[F(x) + F(x=)]F(x=)f (x) — 6F (x)F (x=)f (%) + 3[F(x) + F(x=)]f (x)F (x-)
= 6F(x)f (x) — BF(x)f (x) — 3F(x=)f (x) — 3F*(x)f (x) + F>(x) — F>(x—)
= 3f%(x) = BF°(x)f (%) + f (0)[BF* (x) = BE(x)f (x) + ()]
=f*x) +3f* ()1 - F(x)].
This result is obtained if 7 = 1, s = 2, and # = 3 in equation (2.4.3) in David [23].

Furthermore, if x; < x; < - -+ < x,, it should be written [ [ - f instead of [ in (3), where

J [+ [ is to be carried out over the region: v(l()l) < V(Z()l) <...< 1/(1”()1 wx-) <v )1) <
So Sa §2p §2 S2

(2) (»)
X F X vy <F ax2),....,F oylx,—) <v'y <F o
( D) ) (x2—) < gil) = §z(;1)( 2) §§B( p )< §§B = §£p)( p)
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We now express the following theorem to obtain the joint df of order statistics of innid

discrete random variables.

Theorem 3

Frl,rz,,.,,rp:n (1, %05, xp)

2 2 X

<p+l rw—1-ky—my_1-ry_1
21122 00sZp My, Kp eroyt¥11 K Msy sHs yeves Msop

l—[ 1_[ [Fs(zivzvvrfl) (zw=) - FS(ZiE/M_/l—l) (Zw—l)]>

igw-1=1

P ky+l+my,

<IT T1 St 7)

w=l ipy=1

Proof We have
Frl,rz,,.,,rp:n(xhxb ,xp Z fr1 Pl il (21,22, .- ,Zp) 8)
21,22,42p
and using (1) in (8), (7) is obtained. O

The identity (7) can also be written in the form of an integral as follows.

Theorem 4

p+lry-ry_1-1
Frl,rz,,.,,rp:n(xhxb oo 1xp) = Z </ 1_[ l_[ [V(;(/,) (W 1 ) l_[ dV (1 . (9)
\% . 2w-1

gpoey ol

Proof Using (3) in (8), (9) is obtained. O

3 Results for distribution and probability functions

In this section, the results related to pf and df of X, .., Xyyun» .. 3 Xoyim will be determined.

We express the following result for pf of the rth order statistic of innid discrete random

variables.

Result 1

n-ry r-1 1-kp ky+1+my n-mi—r|
Samle) =Y >0 > ( I1 s§i1>(x1—))( [1 fs<2iz>(x1)> [1 [l—Fsgs)(xﬂ]

m1=0 k1 =0 #sy M5 =1 ip=1 i3=1

F () /71 o n-ri " "
S
= Z f ’ va(il) H[l_vgém] dvgél)' (10)
1

ey Mgy Fgél) (1) =1 ! in=1
Proof In (1) and (3), if p = 1, (10) is obtained. O

In Result 2 and Result 3, the pf’s of minimum and maximum order statistics of innid

discrete random variables are given respectively.
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Result 2
1+my —mp—1
fion(®r) = Z Z(]‘[f (i) (xl)) [ [1-Fw@)]
m1=0 nsy \ip=1 i3=1 3
) o M
Z/ s | Kt (11)
in= 1 3 52
Proof In (10), if r; = 1, (11) is obtained. O
Result 3
n-1-ky ky+1
ful) -5 3 ( ITr <>) [T
k= 0 #5415 =1 o1 ip=1 2
- [ (H ' ) Wi 12
ey Mgy F;él) (x1-) i1=1 52
Proof In (10), if r; = n, (12) is obtained. O

In the following result, we determine the joint pf of Xi.., Xo., ..., Xpin-

Result 4 Ifx; <xp <--- <x,,

n-p n—mp—p p l+my
ﬁ,Z,...,p:n (xlx KDyoos rxp) = Z Z 1_[ [1 -F (i2p+1) (xp l_[ 1_[ f tgw) (xw)
g, s2p+1
P

Mp=0 Hsy Hsy s i2p+1=1 w=1 iz, =1
n P p
- ¥ // / =, 1) [Ty, 03
ey Mgy rllcy, ips1= 1 Sop+l w=1

where [ [--- [ is to be carried out over the region: v(l()l) < v(z()l) <. < v(p()l) Fox-) <
S S4 S2p 2
1
v S E ) F o (ea-) <v0) <F o). F (=) v, <F o).
Sy S2 §4 S2p S2p Sap

Proof In (1) and (3),if 1 =1, =2,...,r,=pand [ [ --- [ instead of [, (13) is obtained.
O

f ) (x2)
Specially, in (13), by taking p =2, n = 3 and v(j)l) = [V(;()D (xz )]f ot 5_5(1) (x2-),
5 4

the following identity is obtained

fasua) = Y (1= Fo )o@ () + 3 foba)o e @)

Ty My sy

= (1= Fi(x2))fa@1)fs (a2) + (1= Fy(32) ) f (21)fa (%2) + (1 = Fa(2) ) f3 (1)f (2)
+ (1= Fy(x))fi(x1)fs (32) + (1 = F3(2) ) fi (1)fo (x2)
+ (1= Fabe) ol (e2) + i) a)fs (1)
+fa(x2)fi (%2)f3 (1) + f3 (%2 )f (R2)f2 (1)
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Moreover, the above identity in the iid case can be expressed as

A2 (x1,x2) = 6f (x1)f (%2) — 6 (1 )f (%2)F (3%2) + 3f (1)1 (x2).

We now establish three results for the df of single order statistic of innid discrete random

variables.
Result 5
x1 n-ry -1 ri—1-ky ky+1+my n-my—ry
Frlzn(xl) = Z Z Z Z l_[ F(ll V4 ) l_[ f l2 Zl) 1_[ [1 _Fs(ig)(zl)]
21=0 m1=0 ky =0 15,115, =1 ip=1 iz=1 3
Fen) (4 T 0 W
- Z / HV H[I_V )] d"g(l)' (14)
ngy gy ¥ 0 =1 ir=1 3 2
Proof In (7) and (9), if p = 1, (14) is obtained. O
Result 6
x1 n-1 1+my n—-mp—1
Fa) =3 3 Y | [[fw@) [T [1-FwE]
220 m1=0 75, \ip=1 i3-1 3
F <1 yr) (771
(1) 1)
Z/ [T-v <z2>] d"gén- (15)
”?2 l2 1
Proof In (14), if r, = 1, (15) is obtained. O
Result 7
X1 n-1 n-1-ky ky+1
Fn:n(xl) = ZZ Z l_[ F l_[f(lz Zl
21=0 k1=0 115,115, =1 in=1
(1)
-y f 1_[1/ o ) vt (16)
Hgpalgy =1 2
Proof In (14), if r; = n, (16) is obtained. O
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