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Abstract
(i) Let a �= 1

2 be a given real number. We give a formula for determining the

coefficients bj ≡ bj(a) such that (1 + 1
x )

x+a ∼ exp(1 +
(a– 1

2 )x

(x+
∑∞

j=0 bjx
–j )2

), x → ∞. This solves

an open problem of Hu and Mortici. (ii) Hu and Mortici presented the following

asymptotic representation: (1 + 1
x )

x+ 1
2 ∼ exp(1 +

1
12 x

(x+
∑∞

j=0 ajx
–j )3

), x → ∞; the coefficients

aj can be inductively obtained by equating the following relation:
(
∑∞

j=3(–1)
j–1 6(j–2)

j(j–1)xj
)(x +

∑∞
j=0

aj
xj
)3 = 1. We here provide a recurrence relation for

determining the coefficients aj . The representation using recursive algorithm is better
for numerical evaluations. (iii) We present new inequalities and asymptotic formulas
for (1 + 1/x)x+a.
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1 Introduction
The constant e is the base in the natural logarithm. e can be defined by the limit

e = lim
n→∞

(

 +

n

)n

= . . . . .

With the possible exception of π , e is the most important constant in mathematics since
it appears in myriad mathematical contexts involving limits and derivatives. It is noted
(see, e.g., []; see also [], pp.-) that approximations to e were first discovered in the
s. For the various inequalities and approximations of the constants e, the reader may
be referred to several recent works (see, e.g., [–]).

Batir and Cancan (see [], Theorem . and Theorem .) proved that for n ∈ N :=
{, , . . .},

exp

(

 –
n

(n + c)

)

≤
(

 +

n

)n

< exp

(

 –
n

(n + d)

)

(.)

and

exp

(

 +


(n + α)

)

<
(

 +

n

)n+

≤ exp

(

 +


(n + β)

)

(.)
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with the best possible constants

c =
√

 – ln 
–  = . . . . , d =




,

and

α =



, β =


 ln  – 
–  = . . . . .

Inspired by (.) and (.), Hu and Mortici (see [], Theorem  and Theorem ) estab-
lished the following inequalities:

exp

(

 –
x

(x + 
 – 

x )

)

<
(

 +

x

)x

< exp

(

 –
x

(x + 
 – 

x + 
x )

)

(.)

and

exp

(

 +
x

(x + 
 – 

x + 
,x )

)

<
(

 +

x

)x+

< exp

(

 +
x

(x + 
 – 

x )

)

(.)

for x ≥ .
Also in [], the authors proved

exp

(

 +
x

(x + 
 )

)

<
(

 +

x

)x+ 


< exp

(

 +
x

(x + 
 – 

x )

)

, x ≥  (.)

(see [], Theorem ), and they proposed as an open problem the following approximation
formula:

(

 +

n

)n+a

≈ exp

(

 +
(a – 

 )n
(n + a–

(a–) )

)

(.)

for a ∈ [, ] \ { 
 }.

For

a ∈
[

,
 –

√




)

∪
(




,
 +

√




)

∪ (θ , ],

where θ = . . . . is the unique zero of a – ,a + a – , Hu and Mortici
(see [], Theorems  to ) considered the inequalities for ( + /x)x+a. In fact, the authors
obtained the following approximation formula:

(

 +

x

)x+a

≈ exp

(

 +
(a – 

 )x

(x + a–
(a–) + –a+a–

(a–)x )

)

, x → ∞. (.)

In the case a = 
 , Hu and Mortici [] presented the following asymptotic representation:

(

 +

x

)x+ 
 ∼ exp

(

 +


 x
(x +

∑∞
j= ajx–j)

)

, x → ∞. (.)
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Moreover, the authors showed that the coefficients aj in (.) can be inductively obtained
by equating the following relation:

( ∞∑

j=

(–)j– (j – )
j(j – )xj

)(

x +
∞∑

j=

aj

xj

)

= . (.)

The first few coefficients aj are

a =



, a = –



, a =




, a = –
,

,
.

We then obtain the following explicit asymptotic expansion:

(

 +

x

)x+ 
 ∼ exp

(

 +


 x
(x + 

 – 
x + 

x – ,
,x + · · · )

)

, x → ∞. (.)

In this paper, our tasks are as follows:
(i) We consider the above open problem of Hu and Mortici and develop the

approximation formula (.) to produce a complete asymptotic expansion. More
precisely, we give a formula for determining the coefficients bj ≡ bj(a) such that

(

 +

x

)x+a

∼ exp

(

 +
(a – 

 )x
(x +

∑∞
j= bjx–j)

) (

x → ∞; a �= 


)

.

(ii) We provide a recurrence relation for determining the coefficients aj in (.). The
representation using recursive algorithm is better for numerical evaluations.

(iii) We present new inequalities and asymptotic expansions for ( + /x)x+a.
The following lemma is required in the sequel.

Lemma . (see []) Let g(x) be a function with an asymptotic expansion (q = )

g(x) ∼
∞∑

j=

qjx–j, x → ∞.

Then for all real r we have

[
g(x)

]r ∼
∞∑

j=

Pj(r)x–j, x → ∞,

where

P(r) = , Pj(r) =

j

j∑

k=

[
k( + r) – j

]
qkPj–k(r), j ∈N. (.)

2 Asymptotic formulas
Theorem . develops the approximation formula (.) to produce a complete asymptotic
expansion.
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Theorem . Let a �= 
 be a given real number. The following asymptotic expansion holds:

(

 +

x

)x+a

∼ exp

(

 +
(a – 

 )x
(x +

∑∞
j= bjx–j)

)

, x → ∞, (.)

with the coefficients bj ≡ bj(a) given by

bj = Pj+

(

–



)

, j ∈N := N∪ {}, (.)

where the Pj(– 
 ) are given by the recurrence relation

P

(

–



)

= ,

Pj

(

–



)

=

j

j∑

k=

(–)k
(

k


– j
)

((a – )k + a – )
(a – )(k + )(k + )

Pj–k

(

–



)

, j ∈N.
(.)

Proof To determine the coefficients bj in (.), we write (.) as

(
g(x)

)–/ ∼ x +
∞∑

j=

bjx–j, (.)

where

g(x) =
(x + a) ln( + 

x ) – 
(a – 

 )x
.

Using the Maclaurin expansion of ln( + t) with t = x– yields

g(x) ∼ x–
∞∑

k=

qkx–k , x → ∞

with

qk = (–)k ((a – )k + a – )
(a – )(k + )(k + )

. (.)

By Lemma ., we have

(
g(x)

)–/ ∼ x

( ∞∑

j=

qkx–k

)–/

∼ x
∞∑

j=

Pj

(

–



)

x–j (.)

with the coefficients Pj(– 
 ) given by

P

(

–



)

= , Pj

(

–



)

=

j

j∑

k=

(
k


– j
)

qkPj–k

(

–



)

, j ∈N, (.)

where the qk are given by (.).
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Hence, it follows from (.) and (.) that

x +
∞∑

j=

bjx–j ∼ x
∞∑

j=

Pj

(

–



)

x–j,

∞∑

j=

bjx–j ∼
∞∑

j=

Pj+

(

–



)

x–j,

we then obtain

bj = Pj+

(

–



)

, j ∈N,

where the Pj(– 
 ) are given in (.). The proof of Theorem . is complete. �

Remark . Using (.) and (.), we now show that we easily can determine the bj in
(.). The first few coefficients bj ≡ bj(a) are

b = P

(

–



)

=
a – 

(a – )
P

(

–



)

=
a – 

(a – )
,

b = P

(

–



)

=
(a – )P(– 

 ) + ( – a)P(– 
 )

(a – )
= –

 – a + a

(a – ) ,

b = P

(

–



)

=
(a – )P(– 

 ) + ( – a)P(– 
 ) + (a – )P(– 

 )
(a – )

=
– + a – ,a + a

,(a – ) ,

b = P

(

–



)

= –
( – a)P(– 

 ) + (a – )P(– 
 ) + ( – a)P(– 

 ) + (a – )P(– 
 )

(a – )

= –
, – ,a + ,a – ,a + ,a

,(a – ) .

In particular, setting a =  and a =  in (.), respectively, we have the following complete
asymptotic expansions:

(

 +

x

)x

∼ exp

(

 –
x

(x + 
 – 

x + 
x – 

,x + · · · )

)

(.)

and

(

 +

x

)x+

∼ exp

(

 +
x

(x + 
 – 

x + 
,x – 

,x + · · · )

)

(.)

as x → ∞.

Theorem . provides a recurrence relation for determining the coefficients aj in (.).
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Theorem . The coefficients aj in (.) are given by

aj = Pj+

(

–



)

, j ∈N, (.)

where the Pj(– 
 ) are given by the recurrence relation

P

(

–



)

= ,

Pj

(

–



)

=

j

j∑

k=

(–)k
(

k


– j
)

(k + )
(k + )(k + )

Pj–k

(

–



)

, j ∈N.
(.)

Proof A similar argument to the proof of Theorem . will establish the result in Theo-
rem .. To determine the coefficients aj in (.), we write (.) as

(
f (x)

)–/ ∼ x +
∞∑

j=

ajx–j, (.)

where

f (x) =
(x + 

 ) ln( + 
x ) – 


 x

.

Using the Maclaurin expansion of ln( + t) with t = x– yields

f (x) ∼ x–
∞∑

k=

pkx–k , x → ∞,

with

pk = (–)k (k + )
(k + )(k + )

. (.)

By Lemma ., we have

(
f (x)

)–/ ∼ x

( ∞∑

k=

pkx–k

)–/

∼ x
∞∑

j=

Pj

(

–



)

x–j (.)

with the coefficients Pj(– 
 ) given by

P

(

–



)

= , Pj

(

–



)

=

j

j∑

k=

(
k


– j
)

pkPj–k

(

–



)

, j ∈N, (.)

where the pk are given by (.).
Hence, it follows from (.) and (.) that

x +
∞∑

j=

ajx–j ∼ x
∞∑

j=

Pj

(

–



)

x–j,
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∞∑

j=

ajx–j ∼
∞∑

j=

Pj+

(

–



)

x–j,

we then obtain

aj = Pj+

(

–



)

, j ∈N,

where the Pj(– 
 ) are given in (.). The proof of Theorem . is complete. �

Remark . Using (.) and (.), we now show how easily we can determine the aj in
(.). The first few coefficients aj are

a = P

(

–



)

=



P

(

–



)

=



,

a = P

(

–



)

=



P

(

–



)

–



P

(

–



)

= –



,

a = P

(

–



)

=



P

(

–



)

–



P

(

–



)

+



P

(

–



)

=



,

a = P

(

–



)

=



P

(

–



)

–



P

(

–



)

+



P

(

–



)

–



P

(

–



)

= –
,

,
.

We note that the values of aj (for j = , , , ) here are equal to the coefficients of /xj (for
j = , , , ) in (.), respectively.

Theorems . and . present new asymptotic expansions for ( + /x)x+α (with α �= 
 )

and ( + /x)x+/, respectively. As the proofs of Theorems . and . are similar to the
proof of Theorem ., we omit them.

Theorem . Let α �= 
 be a given real number. The following asymptotic expansion holds:

(

 +

x

)x+α

∼ exp

(

 +
α – 


x +

∑∞
j= βjx–j

)

, x → ∞, (.)

with the coefficients βj ≡ βj(α) given by

βj = Pj+(–), j ∈N, (.)

where the Pj(–) are given by the recurrence relation

P(–) = , Pj(–) =
j∑

k=

(–)k– ((α – )k + α – )
(α – )(k + )(k + )

Pj–k(–), j ∈ N. (.)

Remark . The first few coefficients βj ≡ βj(α) are

β =
α – 

(α – )
,
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β = –
α – α + 
(α – ) ,

β =
α – α + α – 

(α – ) ,

β = –
α – ,α + α – α + 

,(α – ) .

In particular, setting α =  and α =  in (.), respectively, we have the following com-
plete asymptotic expansions:

(

 +

x

)x

∼ exp

(

 –



x + 
 – 

x + 
x – 

,x + · · ·
)

(.)

and
(

 +

x

)x+

∼ exp

(

 +



x + 
 – 

x + 
x – 

x + · · ·
)

(.)

as x → ∞.

Theorem . The following asymptotic expansion holds:

(

 +

x

)x+ 
 ∼ exp

(

 +




x + x + 
 +

∑∞
j= cjx–j

)

, x → ∞, (.)

with the coefficients cj given by

cj = Pj+, j ∈N, (.)

where the Pj are given by the recurrence relation

P = , Pj =
j∑

k=

(–)k– (k + )
(k + )(k + )

Pj–k , j ∈N. (.)

Remark . Here, from (.), we give the following explicit asymptotic expansion:

(

 +

x

)x+ 
 ∼ exp

(

 +




x + x + 
 – 

x + 
x – 

,x + · · ·
)

, x → ∞. (.)

Here, we show the superiority of our new approximation formulas over Hu and Mortici’s
approximation formulas.

It follows from (.) and (.) that

(

 +

x

)x

≈ exp

(

 –

 x

(x + 
 – 

x + 
x – 

,x )

)

:= f(x) (.)

and
(

 +

x

)x

≈ exp

(

 –



x + 
 – 

x + 
x – 

,x

)

:= g(x). (.)
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Moreover, we find by the Maple software that, as x → ∞,

(

 +

x

)x

= f(x) + O
(
x–) and

(

 +

x

)x

= g(x) + O
(
x–).

We now prove that

f(x) < g(x) <
(

 +

x

)x

, x ≥ . (.)

Elementary calculation shows that

f(x)
g(x)

= exp

(

–
x(,,x – ,,x + ,x – ,)

A(x)

)

with

A(x) =
(
,x + ,x – ,x + x – 

)

× (
,x + ,x – x + x – 

)
.

Hence, we have f(x) < g(x) for x ≥ .
The second inequality in (.) is obtained by considering the function F(x) defined for

x ≥  by

F(x) = ln

(

 +

x

)

–

x

ln g(x)

= ln

(

 +

x

)

–

x

(

 –



x + 
 – 

x + 
x – 

,x

)

.

Differentiation yields

F ′(x) = –
, + ,(x – ) + ,(x – ) + ,(x – )

x(x + )(,x + ,x – x + x – ) < , x ≥ .

Hence, F(x) is strictly decreasing for x ≥ , and we have

F(x) > lim
t→∞ F(t) = , x ≥ .

This means that the second inequality in (.) holds for x ≥ .
The double inequality (.) shows that (.) is better than (.).
It follows from (.) and (.) that

(

 +

x

)x+

≈ exp

(

 +

 x

(x + 
 – 

x + 
,x – 

,x )

)

:= f(x) (.)

and

(

 +

x

)x+

≈ exp

(

 +



x + 
 – 

x + 
x – 

x

)

:= g(x). (.)
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Moreover, we find by the Maple software that, as x → ∞,

(

 +

x

)x+

= f(x) + O
(
x–) and

(

 +

x

)x+

= g(x) + O
(
x–).

In fact, the following double inequality holds:

(

 +

x

)x+

< g(x) < f(x), x ≥ . (.)

As the proofs of the inequalities (.) are similar to the proofs of the inequalities (.),
we omit them. The double inequality (.) shows that (.) is better than (.).

It follows from (.) and (.) that

(

 +

x

)x+ 
 ≈ exp

(

 +


 x
(x + 

 – 
x + 

x – ,
,x )

)

:= f(x) (.)

and

(

 +

x

)x+ 
 ≈ exp

(

 +




x + x + 
 – 

x

)

:= g(x). (.)

Moreover, we find by the Maple software that, as x → ∞,

(

 +

x

)x+ 


= f(x) + O
(
x–) and

(

 +

x

)x+ 


= g(x) + O
(
x–).

In fact, the following double inequality holds:

(

 +

x

)x+ 


< g(x) < f(x), x ≥ . (.)

As the proofs of the inequalities (.) are similar to the proofs of the inequalities (.),
we omit them. The double inequality (.) shows that (.) is better than (.).

3 Inequalities
Equations (.), (.), and (.) motivated us to observe Theorem ..

Theorem . (i) The following inequality holds:

exp

(

 –



x + 
 – 

x

)

<
(

 +

x

)x

< exp

(

 –



x + 
 – 

x + 
x

)

. (.)

The first inequality in (.) is valid provided x ≥ , while the second inequality in (.) holds
for x > .

(ii) The following inequality holds:

exp

(

 +



x + 
 – 

x + 
x

)

<
(

 +

x

)x+

< exp

(

 +



x + 
 – 

x

)

. (.)



Lin et al. Journal of Inequalities and Applications  (2015) 2015:114 Page 11 of 12

The first inequality in (.) holds for x > , while the second inequality in (.) is valid
provided x ≥ .

(iii) The following inequality holds:

exp

(

 +




x + x + 


)

<
(

 +

x

)x+ 


< exp

(

 +




x + x + 
 – 

x

)

. (.)

The first inequality in (.) holds for x > , while the second inequality in (.) is valid
provided x ≥ .

Proof In order to prove the inequalities (.), (.) and (.), it suffices to show that

L(x) := ln

(

 +

x

)

–

x

(

 –



x + 
 – 

x

)

> , x ≥ ,

U(x) :=

x

(

 –



x + 
 – 

x + 
x

)

– ln

(

 +

x

)

> , x > ,

L(x) := ln

(

 +

x

)

–


x + 

(

 +



x + 
 – 

x + 
x

)

> , x > ,

U(x) :=


x + 

(

 +



x + 
 – 

x

)

– ln

(

 +

x

)

> , x ≥ ,

L(x) := ln

(

 +

x

)

–
(

x +



)–(

 +




x + x + 


)

> , x > ,

and

U(x) :=
(

x +



)–(

 +




x + x + 
 – 

x

)

– ln

(

 +

x

)

> , x ≥ .

Differentiation yields

L′
(x) = –

x – 
x(x + )(x + x – ) < , x ≥ ,

U ′
(x) = –

,(x – 
 ) + ,


x(x + )(x + x – x + ) < , x > ,

L′
(x) = –

,(x – 
 ) + 


x(x + )(x + x – x + ) < , x > ,

U ′
(x) = –

x – 
x(x + )(x + x – ) < , x ≥ ,

L′
(x) = –


x(x + )(x + x + )(x + ) < , x > ,

U ′
(x) = –

, + ,(x – ) + ,(x – ) + ,(x – )

x(x + x + x – )(x + )(x + )
< , x ≥ .

We then obtain

L(x) > lim
t→∞ L(t) = , x ≥ , U(x) > lim

t→∞ U(t) = , x > ,
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L(x) > lim
t→∞ L(t) = , x > , U(x) > lim

t→∞ U(t) = , x ≥ ,

L(x) > lim
t→∞ L(t) = , x > , U(x) > lim

t→∞ U(t) = , x ≥ .

The proof of Theorem . is complete. �

Remark . The inequalities (.) are sharper than the inequalities (.). The inequalities
(.) are sharper than the inequalities (.). The inequalities (.) are sharper than the
inequalities (.).
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