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Abstract
In this paper, we introduce and analyze a general iterative algorithm for finding a
common solution of a finite family of mixed equilibrium problems, a general system
of generalized equilibria and a fixed point problem of nonexpansive mappings in a
real Hilbert space. Under some appropriate conditions, we derive the strong
convergence of the sequence generated by the proposed algorithm to a common
solution, which also solves some optimization problem. The result presented in this
paper improves and extends some corresponding ones in the earlier and recent
literature.
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1 Introduction
Let H be a real Hilbert space with the inner product 〈·, ·〉 and the norm ‖ · ‖. Let C be
a nonempty, closed and convex subset of H , and let T : C → C be a nonlinear mapping.
Throughout this paper, we use F(T) to denote the fixed point set of T . Amapping T : C →
C is said to be nonexpansive if

‖Tx – Ty‖ ≤ ‖x – y‖, ∀x, y ∈ C. (.)

Let F : C ×C → R be a real-valued bifunction and ϕ : C → R be a real-valued function,
where R is a set of real numbers. The so-called mixed equilibrium problem (MEP) is to
find x ∈ C such that

F(x, y) + ϕ(y) – ϕ(x)≥ , ∀y ∈ C, (.)

which was considered and studied in [, ]. The set of solutions of MEP (.) is denoted by
MEP(F ,ϕ). In particular, whenever ϕ ≡ , MEP (.) reduces to the equilibrium problem
(EP) of finding x ∈ C such that

F(x, y) ≥ , ∀y ∈ C,
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which was considered and studied in [–]. The set of solutions of the EP is denoted by
EP(F). Given a mapping A : C →H , let F(x, y) = 〈Ax, y – x〉 for all x, y ∈ C. Then z ∈ EP(F)
if and only if 〈Ax, y–x〉 ≥  for all y ∈ C. Numerous problems in physics, optimization and
economics reduce to finding a solution of the EP.
Throughout this paper, assume that F : C ×C → R is a bifunction satisfying conditions

(A)-(A) and that ϕ : C → R is a lower semicontinuous and convex function with restric-
tion (B) or (B), where
(A) F(x,x) =  for all x ∈ C;
(A) F is monotone, i.e., F(x, y) + F(y,x)≤ , for any x, y ∈ C;
(A) F is upper hemicontinuous, i.e., for each x, y, z ∈ C,

lim sup
t→

F
(
tz + ( – t)x, y

) ≤ F(x, y);

(A) F(x, ·) is convex and lower semicontinuous for each x ∈ C;
(B) for each x ∈H and r > , there exist a bounded subset Dx ⊂ C and yx ∈ C such

that for any z ∈ C \Dx,

F(z, yx) + ϕ(yx) – ϕ(z) +

r
〈yx – z, z – x〉 < ;

(B) C is a bounded set.
Themappings {Tn}∞n= are said to be an infinite family of nonexpansive self-mappings on

C if

‖Tnx – Tny‖ ≤ ‖x – y‖, ∀x, y ∈ C,n≥ , (.)

and denoted by F(Tn) is a fixed point set of Tn, i.e., F(Tn) = {x ∈ H : Tnx = x}. Finding an
optimal point in the intersection

⋂∞
n= F(Tn) of fixed point sets of mappings Tn, n ≥ , is a

matter of interest in various branches of sciences.
Recently, many authors considered some iterative methods for finding a common el-

ement of the set of solutions of MEP (.) and the set of fixed points of nonexpansive
mappings; see, e.g., [, , ] and the references therein.
A mapping A : C →H is said to be:
(i) Monotone if

〈Ax –Ay,x – y〉 ≥ , ∀x, y ∈ C.

(ii) Strongly monotone if there exists a constant η >  such that

〈Ax –Ay,x – y〉 ≥ η‖x – y‖, ∀x, y ∈ C.

In such a case, A is said to be η-strongly monotone.
(iii) Inverse-strongly monotone if there exists a constant ζ >  such that

〈Ax –Ay,x – y〉 ≥ ζ‖Ax –Ay‖, ∀x, y ∈ C.

In such a case, A is said to be ζ -inverse-strongly monotone.

http://www.journalofinequalitiesandapplications.com/content/2014/1/470


Hu et al. Journal of Inequalities and Applications 2014, 2014:470 Page 3 of 28
http://www.journalofinequalitiesandapplications.com/content/2014/1/470

Let A : C → H be a nonlinear mapping. The classical variational inequality problem
(VIP) is to find x∗ ∈ C such that

〈
Ax∗, y – x∗〉 ≥ , ∀y ∈ C. (.)

We useVI(C,A) to denote the set of solutions to VIP (.). One can easily see that VIP (.)
is equivalent to a fixed point problem, the origin of which can be traced back to Lions and
Stampacchia []. That is, u ∈ C is a solution to VIP (.) if and only if u is a fixed point
of the mapping PC(I – λA), where λ >  is a constant. Variational inequality theory has
been studied quite extensively and has emerged as an important tool in the study of a
wide class of obstacle, unilateral, free, moving, equilibrium problems. Not only are the
existence and uniqueness of solutions important topics in the study of VIP (.), but also
how to actually find a solution of VIP (.) is important. Up to now, there have been many
iterative algorithms in the literature for finding approximate solutions of VIP (.) and its
extended versions; see, e.g., [, –].
Recently, Ceng and Yao [] introduced and studied the general system of generalized

equilibria (GSEP) as follows: Let C be a nonempty closed convex subset of a real Hilbert
space H . Let �,� : C × C → R be two bifunctions, B,B : C → H be two nonlinear
mappings. Consider the following problem of finding (x∗, y∗) ∈ C ×C such that

{
�(x∗,x) + 〈By∗,x – x∗〉 + 

μ
〈x∗ – y∗,x – x∗〉 ≥ , ∀x ∈ C,

�(y∗, y) + 〈Bx∗, y – y∗〉 + 
μ

〈y∗ – x∗, y – y∗〉 ≥ , ∀y ∈ C,
(.)

where μ > , μ >  are two constants. In particular, whenever � = � = , GSEP (.)
reduces to the following general system of variational inequalities (GSVI): find (x∗, y∗) ∈
C ×C such that

{
〈μBy∗ + x∗ – y∗,x – x∗〉 ≥ , ∀x ∈ C,
〈μBx∗ + y∗ – x∗,x – y∗〉 ≥ , ∀y ∈ C,

(.)

where μ and μ are two positive constants. GSVI (.) is considered and studied in [, ,
]. In particular, whenever B = B = A and x∗ = y∗, GSVI (.) reduces to VIP (.).
In order to prove our main results in the following sections, we need the following lem-

mas and propositions.

Proposition . For given x ∈H and z ∈ C:
(i) z ∈ PCx⇔ 〈x – z, y – z〉 ≤ , ∀y ∈ C;
(ii) z ∈ PCx⇔ ‖x – z‖ ≤ ‖x – y‖ – ‖y – z‖, ∀y ∈ C;
(iii) 〈PCx – PCy,x – y〉 ≥ ‖PCx – PCy‖, ∀x, y ∈ H .

Consequently, PC is a firmly nonexpansive mapping of H onto C and hence nonexpansive
and monotone.

Given a positive number r > . Let T (�,ϕ)
r : H → C be the solution set of the auxiliary

mixed equilibrium problem, that is, for each x ∈H ,

T (�,ϕ)
r (x) :=

{
y ∈ C :�(y, z) + ϕ(z) – ϕ(y) +


r
〈y – x, z – y〉 ≥ ,∀z ∈ C

}
.
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Proposition . (see [, ]) Let C be a nonempty closed subset of a real Hilbert space H .
Let � : C × C → R be a bifunction satisfying conditions (A)-(A), and let ϕ : C → R be a
lower semicontinuous and convex function with restriction (B) or (B). Then the following
hold:
(a) for each x ∈H , T (�,ϕ)

r �= ∅;
(b) T (�,ϕ)

r is single-valued;
(c) T (�,ϕ)

r is firmly nonexpansive, i.e., for any x, y ∈ H ,

∥∥T (�,ϕ)
r x – T (�,ϕ)

r y
∥∥ ≤ 〈

T (�,ϕ)
r x – T (�,ϕ)

r y,x – y
〉
;

(d) for all s, t >  and x ∈H ,

∥∥T (�,ϕ)
s x – T (�,ϕ)

t x
∥∥ ≤ s – t

s
〈
T (�,ϕ)
s x – x,T (�,ϕ)

s x – T (�,ϕ)
t x

〉
;

(e) F(T (�,ϕ)
r ) =MEP(�,ϕ);

(f ) MEP(�,ϕ) is closed and convex.

Remark . It is easy to see from conclusions (c) and (d) in Proposition . that

∥∥T (�,ϕ)
r x – T (�,ϕ)

r y
∥∥ ≤ ‖x – y‖, ∀r > ,x, y ∈H

and

∥∥T (�,ϕ)
s x – T (�,ϕ)

t x
∥∥ ≤ |s – t|

s
∥∥T (�,ϕ)

s x – x
∥∥, ∀s, t > ,x ∈H .

Remark . If ϕ = , then T (�,ϕ)
r is rewritten as T�

r .

Ceng and Yao [] transformed GSEP (.) into a fixed point problem in the following
way.

Lemma. (see []) Let C be a nonempty closed convex subset of H .Let�,� : C×C → R
be two bifunctions satisfying conditions (A)-(A), and let the mappings B,B : C → H
be ζ-inverse strongly monotone and ζ-inverse strongly monotone, respectively. Let μ ∈
(, ζ) and μ ∈ (, ζ), respectively. Then, for given x∗, y∗ ∈ C, (x∗, y∗) is a solution of
GSEP (.) if and only if x∗ is a fixed point of the mapping G : C → C defined by

G(x) = T�
μ (I –μB)T�

μ (I –μB)x, ∀x ∈ C,

where y∗ = T�
μ (I –μB)x∗.

Lemma . (see []) For given x∗, y∗ ∈ C, (x∗, y∗) is a solution of GSVI (.) if and only if
x∗ is a fixed point of the mapping G : C → C defined by

Gx = PC(I –μB)PC(I –μB)x, ∀x ∈ C,

where y∗ = PC(x∗ –μBx∗) and PC is the projection of H onto C.

http://www.journalofinequalitiesandapplications.com/content/2014/1/470
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Remark . If �,� : C × C → R are two bifunctions satisfying (A)-(A), the map-
pings B,B : C → H are ζ-inverse strongly monotone and ζ-inverse strongly mono-
tone, respectively, then G : C → C is a nonexpansive mapping provided μ ∈ (, ζ) and
μ ∈ (, ζ).

Throughout this paper, the set of fixed points of the mapping G is denoted by �.
On the other hand,Moudafi [] introduced the viscosity approximationmethod for non-

expansive mappings (see also [] for further developments in both Hilbert spaces and
Banach spaces).
Amapping f : C → C is called α-contractive if there exists a constant α ∈ (, ) such that

∥∥f (x) – f (y)
∥∥ ≤ α‖x – y‖, ∀x, y ∈ C.

Let f be a contraction on C. Starting with an arbitrary initial x ∈ C, define a sequence
{xn} recursively by

xn+ = αnf (xn) + ( – αn)Txn, n≥ , (.)

where T is a nonexpansive mapping of C into itself and {αn} is a sequence in (, ). It is
proved [, ] that under certain appropriate conditions imposed on {αn}, the sequence
{xn} generated by (.) converges strongly to the unique solution x∗ ∈ F(T) to the VIP

〈
(I – f )x∗,x – x∗〉 ≥ , x ∈ F(T).

A linear bounded operator A is said to be γ̄ -strongly positive on H if there exists a
constant γ̄ ∈ (, ) such that

〈Ax,x〉 ≥ γ̄ ‖x‖, ∀x ∈H . (.)

The typical problem is to minimize a quadratic function on a real Hilbert space H ,

min
x∈C



〈Ax,x〉 – 〈x,u〉, (.)

whereC is a nonempty closed convex subset ofH , u is a given point inH andA is a strongly
positive bounded linear operator on H .
In , Marino and Xu [] introduced and considered the following general iterative

method:

xn+ = αnγ f (xn) + ( – αnA)Txn, ∀n≥ , (.)

where A is a strongly positive bounded linear operator on a real Hilbert space H , f is a
contraction on H . They proved that the above sequence {xn} converges strongly to the
unique solution of the variational inequality

〈
(γ f –A)x∗,x – x∗〉 ≤ , ∀x ∈ F(T),

http://www.journalofinequalitiesandapplications.com/content/2014/1/470
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which is the optimality condition for the minimization problem

min
x∈C



〈Ax,x〉 – h(x),

where h is a potential function for γ f (i.e., h′(x) = γ f (x) for all x ∈H).
In , Takahashi and Takahashi [] introduced an iterative scheme by the viscosity

approximationmethod for finding a common element of the set of solutions of the EP and
the set of fixed points of a nonexpansive mapping in a real Hilbert space. Let S : C →H be
a nonexpansive mapping. Starting with arbitrary initial x ∈ H , define sequences {xn} and
{un} recursively by

{
F(un, y) + 

rn 〈y – un,un – xn〉 ≥ , ∀y ∈ C,
xn+ = αnf (xn) + ( – αn)Sun, ∀n≥ .

(.)

They proved that under appropriate conditions imposed on {αn} and {rn}, the sequences
{xn} and {un} converge strongly to x∗ ∈ F(S)∩ EP(F), where x∗ = PF(S)∩EP(F)f (x∗).
Subsequently, Plubtieng and Punpaeng [] introduced a general iterative process for

finding a common element of the set of solutions of the EP and the set of fixed points of a
nonexpansive mapping in a Hilbert space.
Let S : H → H be a nonexpansive mapping. Starting with an arbitrary x ∈ H , define

sequences {xn} and {un} by
{
F(un, y) + 

rn 〈y – un,un – xn〉 ≥ , ∀y ∈ C,
xn+ = αnγ f (xn) + ( – αnA)Sun, ∀n≥ .

(.)

They proved that under appropriate conditions imposed on {αn} and {rn}, the sequence
{xn} generated by (.) converges strongly to the unique solution x∗ ∈ F(S)∩EP(F) to the
VIP

〈
(γ f –A)x∗,x – x∗〉 ≤ , ∀x ∈ F(S)∩ EP(F),

which is the optimality condition for the minimization problem

min
x∈F(S)∩EP(F)



〈Ax,x〉 – h(x),

where h is a potential function for γ f (i.e., h′(x) = γ f (x) for all x ∈H).
In , Yamada [] introduced a hybrid steepest descent method for a nonexpansive

mapping T as follows:

xn+ = Txn –μλnF(Txn), ∀n≥ , (.)

where F is a κ-Lipschitzian and η-strongly monotone operator with constants κ ,η >  and
 < μ < η

κ
. He proved that if {λn} satisfies appropriate conditions, then the sequence {xn}

generated by (.) converges strongly to the unique solution of the variational inequality

〈
Fx∗,x – x∗〉 ≤ , ∀x ∈ F(T).

http://www.journalofinequalitiesandapplications.com/content/2014/1/470
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In , Tian [] combined the iterativemethod (.) with Yamada’smethod (.) and
considered the following general viscosity-type iterative method:

xn+ = αnγ f (xn) + ( – αnμF)Txn, ∀n≥ . (.)

Then he proved that the sequence {xn} generated by (.) converges strongly to the unique
solution of the variational inequality

〈
(γ f –μF)x∗,x – x∗〉 ≤ , ∀x ∈ F(T).

Recently, Ceng et al. [] introduced implicit and explicit iterative schemes for finding
the fixed points of a nonexpansive mapping T on a nonempty, closed and convex subset
C in a real Hilbert space H as follows:

xt = PC
[
tγVxt + ( – tμF)Txt

]
(.)

and

xn+ = PC
[
αnγVxn + ( – αnμF)Txn

]
, ∀n≥ , (.)

where V is an L-Lipschitzian mapping with constant L ≥  and F is a κ-Lipschitzian and
η-strongly monotone operator with constants κ ,η >  and  < μ < η

κ
. Then they proved

that the sequences generated by (.) and (.) converge strongly to the unique solution
of the variational inequality

〈
(γV –μF)x∗,x – x∗〉 ≤ , ∀x ∈ F(T).

Let {Tn}∞n= be an infinite family of nonexpansive self-mappings on C and {λn}∞n= be a
sequence of nonnegative numbers in [, ]. For any n ≥ , define a mapping Wn of C into
itself as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Un,n+ = I,
Un,n = λnTnUn,n+ + ( – λn)I,
Un,n– = λn–Tn–Un,n + ( – λn–)I,
. . . ,
Un,k = λkTkUn,k+ + ( – λk)I,
Un,k– = λk–Tk–Un,k + ( – λk–)I,
. . . ,
Un, = λTUn, + ( – λ)I,
Wn =Un, = λTUn, + ( – λ)I.

(.)

Such a mapping Wn is called the W -mapping generated by Tn,Tn–, . . . ,T and λn,λn–,
. . . ,λ.
Very recently, Chen [] introduced and considered the following iterative scheme:

xn+ = PC
[
αnγ f (xn) + ( – αnA)Wnxn

]
, ∀n≥ , (.)

http://www.journalofinequalitiesandapplications.com/content/2014/1/470
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where A is a strongly positive bounded linear operator, f is a contraction on H , andWn is
defined as (.). He proved that the above sequence {xn} converges strongly to the unique
solution of the variational inequality

〈
(γ f –A)x∗,x – x∗〉 ≤ , ∀x ∈

∞⋂
n=

F(Tn),

which is the optimality condition for the minimization problem

min
x∈⋂∞

n= F(Tn)



〈Ax,x〉 – h(x),

where h is a potential function for γ f (i.e., h′(x) = γ f (x) for all x ∈H).
More recently, Rattanaseeha [] introduced an iterative algorithm:

⎧⎪⎨
⎪⎩
x ∈H , arbitrarily given,
F(un, y) + 

rn 〈y – un,un – xn〉 ≥ , ∀y ∈ C,
xn+ = PC[αnγ f (xn) + ( – αnA)Wnxn], ∀n≥ ,

(.)

where A is a strongly positive bounded linear operator, f is a contraction on H , andWn is
defined as (.). He proved that the above sequence {xn} converges strongly to the unique
solution of the variational inequality

〈
(γ f –A)x∗,x – x∗〉 ≤ , ∀x ∈

∞⋂
n=

F(Tn)∩ EP(F).

Nowadays, Wang et al. [] introduced an iterative algorithm:

⎧⎪⎨
⎪⎩
x ∈H ,
F(un, y) + ϕ(y) – ϕ(un) + 

rn 〈y – un,un – xn〉 ≥ , ∀y ∈ C,
xn+ = Pc[αnγ f (xn) + βnxn + (( – βn)I – αnA)Wnun], ∀n≥ ,

(.)

whereA is a strongly positive bounded linear operator, f is an l-Lipschitz continuousmap-
ping, {Wn} is defined by (.), and G = PC(I – μB)PC(I – μB). They proved that the
above sequence {xn} converges strongly to x∗ ∈ � :=

⋂∞
n= F(Tn) ∩ MEP(F ,ϕ) ∩ �, where

� is a fixed point set of the mapping G = PC(I – μB)PC(I – μB), which is the unique
solution of the VIP

〈
(A – γ f )x∗,x∗ – x

〉 ≤ , ∀x ∈ �,

or, equivalently, the unique solution of the minimization problem

min
x∈�



〈Ax,x〉 – h(x).

Our concern now is the following:

Question  Can Theorem . of Rattanaseeha [], Theorem . of Wang et al. [] and
so on be extended from one mixed equilibrium problem to the convex combination of a
finite family of the mixed equilibrium problems?

http://www.journalofinequalitiesandapplications.com/content/2014/1/470
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Question  We know that GSEP (.) is more general than GSVI (.). What happens if
GSVI (.) is replaced by GSEP (.)?

Question  We know that the η-strongly monotone and L-Lipschitz operator is more
general than the strongly positive bounded linear operator. What happens if the strongly
positive bounded linear operator is replaced by the η-strongly monotone and L-Lipschitz
operator?

The purpose of this article is to give the affirmative answers to these questions men-
tioned above. Let Bi : C → H be ζi-inverse strongly monotone for i = , , B be a
κ-Lipschitz and η-strongly monotone operator and f : C → H be an l-Lipschitz mapping
on H . Motivated by the above facts, in this paper we propose and analyze the general
iterative algorithm

{
yn = λnWnG(

∑N
m= βn,mun,m) + ( – λn)(

∑N
m= βn,mun,m),

xn+ = PC[αnγ f (xn) + ( – αnμB)WnGyn], ∀n≥ ,
(.)

where {un,m} is such that

Fm(un,m, y) + ϕ(y) – ϕ(un,m) +


rn,m
〈y – un,m,un,m – xn〉 ≥ , ∀y ∈ C,

for each  ≤ m ≤ N , Wn is defined by (.) and G = T�
μ (I – μB)T�

μ (I – μB), and
x ∈ C is an arbitrary initial point, for finding a common solution of a finite family
of MEP (.), GSEP (.) and the fixed point problem of an infinite family of nonex-
pansive self-mappings {Tn}∞n= on C. It is proven that under some mild conditions im-
posed on parameters, the sequence {xn} generated by (.) converges strongly to x∗ ∈
� := (

⋂∞
n= F(Tn)) ∩ (

⋂N
m=MEP(Fm,ϕ)) ∩ �, where � is a fixed point set of the mapping

G = T�
μ (I –μB)T�

μ (I –μB), where x∗ is the unique solution of the variational inequal-
ity

〈
(γ f –μB)x∗, z – x∗〉 ≤ , ∀z ∈ �. (.)

Remark . Other results on the problem of finding solutions to equilibrium problems
and fixed point problems of families of mappings with different approaches can be found
in [, ].

2 Preliminaries
We indicate weak convergence and strong convergence by using the notation ⇀ and →,
respectively. A mapping f : C → H is called l-Lipschitz continuous if there exists a con-
stant l ≥  such that

∥∥f (x) – f (y)
∥∥ ≤ l‖x – y‖, ∀x, y ∈ C.

In particular, if l = , then f is called a nonexpansive mapping; if l ∈ [, ), then f is a con-
traction. Recall that a mapping T :H →H is said to be a firmly nonexpansive mapping if

‖Tx – Ty‖ ≤ 〈Tx – Ty,x – y〉, ∀x, y ∈H .

http://www.journalofinequalitiesandapplications.com/content/2014/1/470
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The metric (or nearest point) projection from H onto C is the mapping PC : H → C
which assigns to each point x ∈H the unique point PCx ∈ C satisfying the property

‖x – PCx‖ = inf
y∈C ‖x – y‖ =: d(x,C).

We need some facts and tools in a real Hilbert space H which are listed as lemmas be-
low.

Lemma . Let X be a real inner product space. Then there holds the following inequality:

‖x + y‖ ≤ ‖x‖ + 〈y,x + y〉, ∀x, y ∈ X.

Lemma . Let H be a Hilbert space. Then the following equalities hold:
(a) ‖x – y‖ = ‖x‖ – ‖y‖ – 〈x – y, y〉 for all x, y ∈H ;
(b) ‖λx +μy‖ = λ‖x‖ +μ‖y‖ – λμ‖x – y‖ for all x, y ∈H and λ,μ ∈ [, ] with

λ +μ = ;
(c) If {xn} is a sequence in H such that xn ⇀ x, it follows that

lim sup
n→∞

‖xn – y‖ = lim sup
n→∞

‖xn – x‖ + ‖x – y‖, ∀y ∈H .

We have the following crucial lemmas concerning theW -mappings defined by (.).

Lemma. (see [, Lemma.]) Let {Tn}∞n= be a sequence of nonexpansive self-mappings
on C such that

⋂∞
n= F(Tn) �= ∅, and let {λn} be a sequence in (,b] for some b ∈ (, ). Then,

for every x ∈ C and k ≥ , the limit limn→∞ Un,k exists, where Un,k is defined by (.).

Remark . (see [, Remark .]) It can be known fromLemma . that ifD is a nonempty
bounded subset of C, then for ε >  there exists n ≥ k such that for all n≥ n,

sup
x∈D

‖Un,kx –Ukx‖ ≤ ε.

Remark . (see [, Remark .]) Utilizing Lemma ., we define a mapping W : C × C
as follows:

Wx = lim
n→∞Wnx = lim

n→∞Un,x, ∀x ∈ C.

Such W is called the W -mapping generated by T,T, . . . and λ,λ, . . . . Since Wn is non-
expansive,W : C → C is also nonexpansive. Indeed, observe that for each x, y ∈ C,

‖Wx –Wy‖ = lim
n→∞‖Wnx –Wny‖ ≤ ‖x – y‖.

If {xn} is a bounded sequence in C, then we put D = {xn : n ≥ }. Hence, it is clear from
Remark . that for arbitrary ε >  there exists N ≥  such that for all n >N,

‖Wnxn –Wxn‖ = ‖Un,xn –Uxn‖ ≤ sup
x∈D

‖Un,x –Ux‖ ≤ ε.
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This implies that

lim
n→∞‖Wnxn –Wxn‖ = .

Lemma. (see [, Lemma.]) Let {Tn}∞n= be a sequence of nonexpansive self-mappings
on C such that

⋂∞
n= F(Tn) �= ∅, and let {λn} be a sequence in (,b] for some b ∈ (, ). Then

F(W ) =
⋂∞

n= F(Tn).

Lemma. (see [,Demiclosedness principle]) Let C be a nonempty closed convex subset
of a real Hilbert space H . Let T be a nonexpansive self-mapping on C with F(T) �= ∅. Then
I – T is demiclosed. That is, whenever {xn} is a sequence in C weakly converging to some
x ∈ C and the sequence {(I –T)xn} strongly converges to some y, it follows that (I –T)x = y.
Here I is the identity operator of H .

Lemma . Let A : C → H be a monotone mapping. In the context of the variational in-
equality problem, the characterization of the projection (see Proposition .(i)) implies

u ∈VI(C,A) ⇔ u = PC(u – λAu), ∀λ > .

Lemma . (see []) Assume that {an} is a sequence of nonnegative real numbers such
that

an+ ≤ ( – γn)an + σnγn, ∀n≥ ,

where γn is a sequence in [, ] and σn is a real sequence such that
(i)

∑∞
n= γn =∞;

(ii) lim supn→∞ σn ≤  or
∑∞

n= |σnγn| < ∞.
Then limn→∞ an = .

Lemma . EachHilbert space H satisfies Opial’s condition, i.e., for the sequence {xn} ⊂H
with xn ⇀ x. Then the inequality

lim inf
n→∞ ‖xn – x‖ < lim inf‖xn – y‖

holds for any y ∈H such that y �= x.

3 Main result
Wewill introduce and analyze a general iterative algorithm for finding a common solution
of a finite family ofMEP (.), GSEP (.) and the fixed point problems of an infinite family
of nonexpansive self-mappings {Tn}∞n= onC. Under some appropriate conditions imposed
on the parameter sequences, we will prove strong convergence of the proposed algorithm.

Theorem . Let C be a nonempty closed convex subset of a Hilbert space H . Let Fm be a
sequence of bifunctions from C ×C to R satisfying (A)-(A), and let ϕ : C → R be a lower
semicontinuous and convex function with restriction (B) or (B) for every  ≤ m ≤ N ,
where N denotes some positive integer. Let �,� : C × C → R be two bifunctions sat-
isfying (A)-(A), the mapping Bi : C → H be ζi-inverse strongly monotone for i = , ,
B be a κ-Lipschitz and η-strongly monotone operator with constants κ ,η > , and let
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f : H → H be an l-Lipschitz mapping with constant l ≥ . Let {Tn}∞n= be a sequence of
nonexpansive mappings on C and {λn} be a sequence in (,b] for some b ∈ (, ). Sup-
pose that  < μ < η/κ and  < γ l < τ , where τ =  –

√
 –μ(η –μκ). Assume that

� := (
⋂∞

n= F(Tn))∩ (
⋂N

m=MEP(Fm,ϕ))∩� �= ∅,where � is a fixed point set of the mapping
G = T�

μ (I – μB)T�
μ (I – μB) with μi ∈ (, ζi) for i = , . Let {αn}, {δn}, {βn,}, . . . and

{βn,N } be sequences in [, ] and {rn,m} be a sequence in (,∞) for every  ≤ m ≤ N such
that:
(a) limn→∞ αn = ,

∑∞
n= αn =∞ and

∑∞
n= |αn+ – αn| <∞;

(b)
∑N

m= βn,m =  and
∑∞

n= |βn+,m – βn,m| < ∞ for each ≤m≤N ;
(c) limn→∞ δn =  and

∑∞
n= |δn+ – δn| <∞;

(d) lim infn→∞ rn,m >  and
∑∞

n= |rn+,m – rn,m| < ∞ for each ≤m ≤N .
Given x ∈H arbitrarily, the sequence {xn} is generated iteratively by

{
yn = δnWnG(

∑N
m= βn,mun,m) + ( – δn)(

∑N
m= βn,mun,m),

xn+ = PC[αnγ f (xn) + ( – αnμB)WnGyn], ∀n≥ ,
(.)

where un,m is such that

Fm(un,m, y) + ϕ(y) – ϕ(un,m) +


rn,m
〈y – un,m,un,m – xn〉 ≥ , ∀y ∈ C,

for each  ≤ m ≤ N , Wn is defined by (.). Then the sequence {xn} defined by (.) con-
verges strongly to x∗ ∈ � as n → ∞, where x∗ is the unique solution of the variational
inequality

〈
(γ f –μB)x∗, z – x∗〉 ≤ , ∀z ∈ �. (.)

Proof Let zn =
∑N

m= βn,mun,m in (.), then (.) reduces to

⎧⎪⎨
⎪⎩
zn =

∑N
m= βn,mun,m,

yn = δnWnGzn + ( – δn)zn,
xn+ = PC[αnγ f (xn) + ( – αnμB)WnGyn], ∀n≥ .

(.)

We divide the proof into several steps.
Step . We show that {xn} is bounded. Indeed, take p ∈ � arbitrarily. Since p =Wnp =

T (Fm ,ϕ)
rn,m p = Gp, Bi is ζi-inverse-strongly monotone for i = , , by Remark . we deduce

from ≤ μi ≤ ζi, i = ,  that for any n≥ ,

‖Gyn – p‖ =
∥∥T�

μ (I –μB)T�
μ (I –μB)yn – T�

μ (I –μB)T�
μ (I –μB)p

∥∥

≤ ∥∥(I –μB)T�
μ (I –μB)yn – (I –μB)T�

μ (I –μB)p
∥∥

=
∥∥[
T�

μ (I –μB)yn – T�
μ (I –μB)p

]
–μ

[
BT�

μ (I –μB)yn – BT�
μ (I –μB)p

]∥∥

≤ ∥∥T�
μ (I –μB)yn – T�

μ (I –μB)p
∥∥

+μ(μ – ζ)
∥∥BT�

μ (I –μB)yn – BT�
μ (I –μB)p

∥∥

≤ ∥∥T�
μ (I –μB)yn – T�

μ (I –μB)p
∥∥
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≤ ∥∥(I –μB)yn – (I –μB)p
∥∥

=
∥∥(yn – p) –μ(Byn – Bp)

∥∥

= ‖yn – p‖ +μ(μ – ζ)‖Byn – Bp‖

≤ ‖yn – p‖ = ∥∥δnWnGzn + ( – δn)zn – p
∥∥

≤ δn‖WnGzn – p‖ + ( – δn)‖zn – p‖

≤ δn‖Gzn – p‖ + ( – δn)‖zn – p‖ ≤ δn‖zn – p‖ + ( – δn)‖zn – p‖

≤ ‖zn – p‖ =
∥∥∥∥∥

N∑
m=

βn,mun,m – p

∥∥∥∥∥


≤
N∑

m=

βn,m‖un,m – p‖

=
N∑

m=

βn,m
∥∥T (Fm ,ϕ)

rn,m xn – T (Fm ,ϕ)
rn,m p

∥∥ ≤
N∑

m=

βn,m‖xn – p‖ = ‖xn – p‖. (.)

(This shows that G is nonexpansive.) It follows that

‖xn+ – p‖ =
∥∥PC

[
αnγ f (xn) + ( – αnμB)WnGyn

]
– p

∥∥
≤ ∥∥αnγ f (xn) + ( – αnμB)WnGyn – p

∥∥
=

∥∥αn
(
γ f (xn) –μBp

)
+ ( – αnμB)WnGyn – ( – αnμB)p

∥∥
≤ αnγ l‖xn – p‖ + αn

∥∥(γ f –μB)p
∥∥ + ( – αnτ )‖WnGyn – p‖

≤ αnγ l‖xn – p‖ + αn
∥∥(γ f –μB)p

∥∥ + ( – αnτ )‖Gyn – p‖
≤ αnγ l‖xn – p‖ + αn

∥∥(γ f –μB)p
∥∥ + ( – αnτ )‖xn – p‖

=
(
 – αn(τ – γ l)

)‖xn – p‖ + αn
∥∥(γ f –μB)p

∥∥
≤ max

{
‖xn – p‖, ‖(γ f –μB)p‖

τ – γ l

}
.

By induction, we get

‖xn – p‖ ≤max

{
‖x – p‖, ‖(γ f –μB)p‖

τ – γ l

}
, ∀n≥ .

Therefore, {xn} is bounded and so are the sequences {un,m}, {zn}, {yn}, {f (xn)} and {WnGyn}.
Without loss of generality, suppose that there exists a bounded subset K ⊂ C such that

xn,un,m, zn, yn,WnGxn,WnGzn,WnGyn ∈ K , ∀n≥ . (.)

Step . Show that ‖xn+ – xn‖ →  as n→ ∞.
First, we estimate ‖un+,m – un,m‖. Taking into account that lim infn→∞ rn,m > , we may

assume, without loss of generality, that rn,m ⊂ [ε,∞) for some ε > , for every  ≤m ≤N .
Utilizing Remark ., we get

‖un+,m – un,m‖ =
∥∥T (Fm ,ϕ)

rn+,m xn+ – T (Fm ,ϕ)
rn,m xn

∥∥
≤ ∥∥T (Fm ,ϕ)

rn+,m xn+ – T (Fm ,ϕ)
rn+,m xn

∥∥ +
∥∥T (Fm ,ϕ)

rn+,m xn – T (Fm ,ϕ)
rn,m xn

∥∥
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≤ ‖xn+ – xn‖ + |rn+,m – rn,m|
rn+,m

∥∥T (Fm ,ϕ)
rn+,m xn – xn

∥∥
≤ ‖xn+ – xn‖ + |rn+,m – rn,m|

ε

∥∥T (Fm ,ϕ)
rn+,m xn – xn

∥∥
≤ ‖xn+ – xn‖ +M|rn+,m – rn,m|, (.)

where supn≥{ ε ‖T (Fm ,ϕ)
rn+,m xn – xn‖} ≤ M for someM > . Next, we estimate ‖zn+ – zn‖.

‖zn+ – zn‖ =

∥∥∥∥∥
N∑

m=

βn+,mun+,m –
N∑

m=

βn,mun,m

∥∥∥∥∥
=

∥∥∥∥∥
N∑

m=

(βn+,mun+,m – βn,mun,m)

∥∥∥∥∥
≤

N∑
m=

(‖βn+,mun+,m – βn,mun+,m‖) + N∑
m=

(‖βn,mun+,m – βn,mun,m‖)

≤
N∑

m=

(|βn+,m – βn,m|‖un+,m‖) + N∑
m=

βn,m‖un+,m – un,m‖

≤
N∑

m=

(|βn+,m – βn,m|‖un+,m‖) + N∑
m=

βn,m
(‖xn+ – xn‖ +M|rn+,m – rn,m|)

≤ ‖xn+ – xn‖ +
N∑

m=

βn,mM|rn+,m – rn,m| + ‖un+,m‖

≤ ‖xn+ – xn‖ +M
N∑

m=

|rn+,m – rn,m| +M

N∑
m=

|βn+,m – βn,m|, (.)

whereM =
∑N

m= ‖un+,m‖.
On the other hand, from (.), sinceWn, Tn and Un,i are all nonexpansive, we have

‖Wn+Gzn –WnGzn‖ = ‖λTUn+,Gzn – λTUn,Gzn‖
≤ λ‖Un+,Gzn –Un,Gzn‖
= λ‖λTUn+,Gzn – λTUn,Gzn‖
≤ λλ‖Un+,Gzn –Un,Gzn‖

· · ·
≤ λλ · · ·λn‖Un+,n+Gzn –Un,n+Gzn‖

≤ M

n∏
i=

λi, (.)

where supn≥{‖Un+,n+Gzn‖ + ‖Un,n+Gzn‖} ≤ M for someM > . Hence, we have

‖Wn+Gzn+ –WnGzn‖
≤ ‖Wn+Gzn+ –Wn+Gzn‖ + ‖Wn+Gzn –WnGzn‖
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≤ ‖zn+ – zn‖ +M

n∏
i=

λi

≤ ‖xn+ – xn‖ +M
N∑

m=

|rn+,m – rn,m| +M

N∑
m=

|βn+,m – βn,m| +M

n∏
i=

λi. (.)

Putting (.) and (.) into (.), we have

‖yn+ – yn‖
≤ δn+‖Wn+Gzn+ –WnGzn‖ + ( – δn+)‖zn+ – zn‖ + |δn+ – δn|‖WnGzn – zn‖

≤ δn+

(
‖zn+ – zn‖ +M

n∏
i=

λi

)
+ ( – δn+)‖zn+ – zn‖ + |δn+ – δn|‖WnGzn – zn‖

≤ ‖zn+ – zn‖ + δn+M

n∏
i=

λi + |δn+ – δn|‖WnGzn – zn‖

≤ ‖xn+ – xn‖ +M
N∑

m=

|rn+,m – rn,m| +M

N∑
m=

|βn+,m – βn,m|

+ δn+M

n∏
i=

λi + |δn+ – δn|‖WnGzn – zn‖. (.)

Similarly to (.), we have

‖Wn+Gyn –WnGyn‖ = ‖λTUn+,Gyn – λTUn,Gyn‖
≤ λ‖Un+,Gyn –Un,Gyn‖
= λ‖λTUn+,Gyn – λTUn,Gyn‖
≤ λλ‖Un+,Gyn –Un,Gyn‖

· · ·
≤ λλ · · ·λn‖Un+,n+Gyn –Un,n+Gyn‖

≤ M

n∏
i=

λi, (.)

where supn≥{‖Un+,n+Gyn‖ + ‖Un,n+Gyn‖} ≤ M for someM > . Then we have

‖Wn+Gyn+ –WnGyn‖
≤ ‖Wn+Gyn+ –Wn+Gyn‖ + ‖Wn+Gyn –WnGyn‖

≤ ‖yn+ – yn‖ +M

n∏
i=

λi

≤ ‖xn+ – xn‖ +M
N∑

m=

|rn+,m – rn,m| +M

N∑
m=

|βn+,m – βn,m|

+ δn+M

n∏
i=

λi + |δn+ – δn|‖WnGzn – zn‖ +M

n∏
i=

λi. (.)
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Hence, it follows from (.)-(.) that

‖xn+ – xn+‖
=

∥∥PC
[
αn+γ f (xn+) + ( – αn+μB)Wn+Gyn+

]
– PC

[
αnγ f (xn) + ( – αnμB)WnGyn

]∥∥
≤ ∥∥[

αn+γ f (xn+) + ( – αn+μB)Wn+Gyn+
]
–

[
αnγ f (xn) + ( – αnμB)WnGyn

]∥∥
≤ ∥∥αnγ

(
f (xn+) – f (xn)

)
+ γ (αn+ – αn)f (xn+)

+ ( – αnμB)(Wn+Gyn+ –WnGyn) +μ(αn – αn+)BWn+Gyn+
∥∥

≤ αnγ l‖xn+ – xn‖ + |αn+ – αn|
(
γ
∥∥f (xn+)∥∥ +μ‖BWn+Gyn+‖

)
+ ( – αnτ )‖Wn+Gyn+ –WnGyn‖

≤ (
 – αn(τ – γ l)

)‖xn+ – xn‖ + |αn+ – αn|
(
γ
∥∥f (xn+)∥∥ +μ‖BWn+Gyn+‖

)

+ ( – αnτ )

(
M

N∑
m=

|rn+,m – rn,m| +M

N∑
m=

|βn+,m – βn,m| + δn+M

n∏
i=

λi

+ |δn+ – δn|‖WnGzn – zn‖ +M

n∏
i=

λi

)

≤ (
 – αn(τ – γ l)

)‖xn+ – xn‖ +M

(
|αn+ – αn| +

N∑
m=

|rn+,m – rn,m|

+
N∑

m=

|βn+,m – βn,m| + |δn+ – δn| + bn
)
, (.)

where supn≥{γ ‖f (xn+)‖+μ‖BWn+Gyn+‖+M+M+‖WnGzn–zn‖+δn+M +M} ≤M

for someM > . Noticing conditions (a), (b), (c), (d) and Lemma ., we get ‖xn+ –xn‖ →
 as n→ ∞.
Step . We show that

lim
n→∞‖yn –Gyn‖ = , (.)

lim
n→∞‖xn – un,m‖ = , ∀≤m ≤N , (.)

lim
n→∞‖xn –WGxn‖ = . (.)

First, we show limn→∞ ‖yn – Gyn‖ = . Indeed, for simplicity, we write ỹn = T�
μ (I –

μB)yn, p̃ = T�
μ (I – μB)p, wn = T�

μ (I – μB)ỹn. Then wn = Gyn and p = Gp. Similar
to the proof of (.), we get

‖Gyn–p‖ ≤ ‖yn–p‖ +μ(μ –ζ)‖Byn–Bp‖ +μ(μ –ζ)‖Bỹn–Bp̃‖. (.)

From (.), (.), (.), we obtain that for p ∈ �,

‖xn+ – p‖

≤ ∥∥αnγ f (xn) + ( – αnμB)WnGyn – p
∥∥
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=
∥∥αn

(
γ f (xn) –μBWnGyn

)
+WnGyn – p

∥∥

= ‖WnGyn – p‖ + αn
〈
γ f (xn) –μBWnGyn,WnGyn – p

〉
+ αn

∥∥γ f (xn) –μBWnGyn
∥∥

≤ ‖Gyn – p‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥
× [

‖WnGyn – p‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥]
≤ ‖yn – p‖ +μ(μ – ζ)‖Byn – Bp‖ +μ(μ – ζ)‖Bỹn – Bp̃‖

+ αn
∥∥γ f (xn) –μBWnGyn

∥∥[
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]

≤ ‖xn – p‖ +μ(μ – ζ)‖Byn – Bp‖ +μ(μ – ζ)‖Bỹn – Bp̃‖

+ αn
∥∥γ f (xn) –μBWnGyn

∥∥[
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]
, (.)

which immediately implies that

μ(ζ –μ)‖Byn – Bp‖ +μ(ζ –μ)‖Bỹn – Bp̃‖

≤ ‖xn – p‖ – ‖xn+ – p‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥
× [

‖WnGyn – p‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥]
≤ ‖xn – xn–‖

(‖xn – p‖ + ‖xn+ – p‖)
+ αn

∥∥γ f (xn) –μBWnGyn
∥∥[
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]
.

Since limn→∞ αn = , limn→∞ ‖xn – xn+‖ =  and μi ∈ (, ζi), i = , , we deduce from the
boundedness of {xn}, f (xn) and {WnGyn} that

lim
n→∞‖Byn – Bp‖ = , lim

n→∞‖Bỹn – Bp̃‖ = . (.)

Also, in terms of the firm nonexpansivity of T�
μ , T

�
μ , we obtain from μi ∈ (, ζi), i = , ,

that

‖ỹn – p̃‖ =
∥∥T�

μ (I –μB)yn – T�
μ (I –μB)p

∥∥

≤ 〈
(I –μB)yn – (I –μB)p, ỹn – p̃

〉
=



[∥∥(I –μB)yn – (I –μB)p

∥∥ + ‖ỹn – p̃‖

–
∥∥(I –μB)yn – (I –μB)p – (ỹn – p̃)

∥∥]
≤ 


[‖yn – p‖ + ‖ỹn – p̃‖ – ∥∥(yn – ỹn) –μ(Byn – Bp) – (p – p̃)

∥∥]
≤ 


[‖xn – p‖ + ‖ỹn – p̃‖ – ∥∥(yn – ỹn) – (p – p̃)

∥∥

+ μ
〈
(yn – ỹn) – (p – p̃),Byn – Bp

〉]
and

‖wn – p‖ =
∥∥T�

μ (I –μB)ỹn – T�
μ (I –μB)p̃

∥∥

≤ 〈
(I –μB)ỹn – (I –μB)p̃,wn – p

〉
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=


[∥∥(I –μB)ỹn – (I –μB)p̃

∥∥ + ‖wn – p‖

–
∥∥(I –μB)ỹn – (I –μB)p̃ – (wn – p)

∥∥]
≤ 


[‖ỹn – p̃‖ + ‖wn – p‖ – ∥∥(ỹn –wn) + (p – p̃)

∥∥

– μ
〈
Bỹn – Bp̃, (ỹn –wn) + (p – p̃)

〉
–μ

‖Bỹn – Bp̃‖
]

≤ 

[‖xn – p‖ + ‖wn – p‖ – ∥∥(ỹn –wn) + (p – p̃)

∥∥

+ μ
〈
Bỹn – Bp̃, (ỹn –wn) + (p – p̃)

〉]
.

Thus, we have

‖ỹn – p̃‖ ≤ ‖xn – p‖ – ∥∥(yn – ỹn) – (p – p̃)
∥∥

+ μ
〈
(yn – ỹn) – (p – p̃),Byn – Bp

〉
(.)

and

‖wn – p‖ ≤ ‖xn – p‖ – ∥∥(ỹn –wn) + (p – p̃)
∥∥

+ μ
〈
Bỹn – Bp̃, (ỹn –wn) + (p – p̃)

〉
. (.)

Consequently, it follows from (.), (.) and (.) that

‖xn+ – p‖

≤ ‖Gyn – p‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥
× [

‖WnGyn – p‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥]
≤ ‖ỹn – p̃‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥

× [
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]

≤ ‖xn – p‖ – ∥∥(yn – ỹn) – (p – p̃)
∥∥ + μ

〈
(yn – ỹn) – (p – p̃),Byn – Bp

〉
+ αn

∥∥γ f (xn) –μBWnGyn
∥∥[
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]
,

which yields

∥∥(yn – ỹn) – (p – p̃)
∥∥

≤ ‖xn – p‖ – ‖xn+ – p‖ + μ
∥∥(yn – ỹn) – (p – p̃)

∥∥‖Byn – Bp‖
+ αn

∥∥γ f (xn) –μBWnGyn
∥∥[
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]

≤ (‖xn – xn+‖
)(‖xn – p‖ + ‖xn+ – p‖) + μ

∥∥(yn – ỹn) – (p – p̃)
∥∥‖Byn – Bp‖

+ αn
∥∥γ f (xn) –μBWnGyn

∥∥[
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]
.

Since limn→∞ αn = , limn→∞ ‖xn+ –xn‖ =  and limn→∞ ‖Byn–Bp‖ = , we deduce that

lim
n→∞

∥∥(yn – ỹn) – (p – p̃)
∥∥ = . (.)
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Furthermore, it follows from (.), (.) and (.) that

‖xn+ – p‖

≤ ‖Gyn – p‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥
× [

‖WnGyn – p‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥]
≤ ‖wn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥

× [
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]

≤ ‖xn – p‖ – ∥∥(ỹn –wn) + (p – p̃)
∥∥ + μ

〈
Bỹn – Bp̃, (ỹn –wn) + (p – p̃)

〉
+ αn

∥∥γ f (xn) –μBWnGyn
∥∥[
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]
,

which leads to

∥∥(ỹn –wn) + (p – p̃)
∥∥

≤ ‖xn – p‖ – ‖xn+ – p‖ + μ‖Bỹn – Bp̃‖
∥∥(ỹn –wn) + (p – p̃)

∥∥
+ αn

∥∥γ f (xn) –μBWnGyn
∥∥[
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]

≤ (‖xn – xn+‖
)(‖xn – p‖ + ‖xn+ – p‖) + μ‖Bỹn – Bp̃‖

∥∥(ỹn –wn) + (p – p̃)
∥∥

+ αn
∥∥γ f (xn) –μBWnGyn

∥∥[
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]
.

Since limn→∞ αn = , limn→∞ ‖xn+ –xn‖ =  and limn→∞ ‖Bỹn–Bp̃‖ = , we deduce that

lim
n→∞

∥∥(ỹn –wn) + (p – p̃)
∥∥ = . (.)

Note that

‖yn –wn‖ ≤ ∥∥(yn – ỹn) – (p – p̃)
∥∥ +

∥∥(ỹn –wn) + (p – p̃)
∥∥.

Hence from (.) and (.), we get

lim
n→∞‖yn –wn‖ = lim

n→∞‖yn –Gyn‖ = .

Next, we show that limn→∞ ‖xn – un,m‖ =  for every  ≤ m ≤ N and limn→∞ ‖xn –
WGxn‖ = . Indeed, by Proposition .(c), we obtain that for any p ∈ � and for each
≤m ≤N ,

‖un,m – p‖ =
∥∥T (Fm ,ϕ)

rn ,m xn – T (Fm ,ϕ)
rn ,m p

∥∥

≤ 〈un,m – p,xn – p〉
=



[‖un,m – p‖ + ‖xn – p‖ – ‖un,m – xn‖

]
.

That is,

‖un,m – p‖ ≤ ‖xn – p‖ – ‖un,m – xn‖.
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Then we have

‖zn – p‖ =

∥∥∥∥∥
N∑

m=

βn,mun,m – p

∥∥∥∥∥


≤
N∑

m=

βn,m‖un,m – p‖

≤
N∑

m=

(‖xn – p‖ – ‖un,m – xn‖
)

= ‖xn – p‖ –
N∑

m=

‖un,m – xn‖.

It follows that

‖yn – p‖ ≤ ‖zn – p‖ ≤ ‖xn – p‖ –
N∑

m=

‖un,m – xn‖. (.)

It follows from (.) and (.) that

‖xn+ – p‖

≤ ‖yn – p‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥
× [

‖WnGyn – p‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥]

≤ ‖xn – p‖ –
N∑

m=

‖un,m – xn‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥
× [

‖WnGyn – p‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥]
, (.)

which immediately implies that

N∑
m=

‖un,m – xn‖

≤ ‖xn – p‖ – ‖xn+ – p‖

+ αn
∥∥γ f (xn) –μBWnGyn

∥∥[
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]

≤ (‖xn – xn+‖
)(‖xn – p‖ + ‖xn+ – p‖)

+ αn
∥∥γ f (xn) –μBWnGyn

∥∥[
‖WnGyn – p‖ + αn

∥∥γ f (xn) –μBWnGyn
∥∥]
.

Since limn→∞ αn =  and limn→∞ ‖xn – xn+‖ = , we deduce that

lim
n→∞‖un,m – xn‖ = , ∀≤m ≤N . (.)

Since

‖zn – xn‖ =
∥∥∥∥∥

N∑
m=

βn,mun,m – xn

∥∥∥∥∥ ≤
N∑

m=

βn,m‖un,m – xn‖,

http://www.journalofinequalitiesandapplications.com/content/2014/1/470


Hu et al. Journal of Inequalities and Applications 2014, 2014:470 Page 21 of 28
http://www.journalofinequalitiesandapplications.com/content/2014/1/470

from limn→∞ ‖un,m – xn‖ = , we get

lim
n→∞‖zn – xn‖ = . (.)

Notice that

‖yn – xn‖ ≤ ‖yn – zn‖ + ‖zn – xn‖
≤ ∥∥δnWnGzn + ( – δn)zn – zn

∥∥ + ‖zn – xn‖
= δn‖WnGzn – zn‖ + ‖zn – xn‖.

Since δn →  and ‖zn – xn‖ → , we get

lim
n→∞‖yn – xn‖ = . (.)

Note that

‖xn –WnGxn‖ ≤ ‖xn –WnGyn‖ + ‖WnGyn –WnGxn‖
≤ ‖xn –WnGyn‖ + ‖yn – xn‖. (.)

On the other hand,

‖xn –WnGyn‖ ≤ ‖xn – xn+‖ + ‖xn+ –WnGyn‖
= ‖xn – xn+‖ +

∥∥PC
[
αnγ f (xn) + ( – αnμB)WnGyn

]
– PCWnGyn

∥∥
≤ ‖xn – xn+‖ +

∥∥αnγ f (xn) + ( – αnμB)WnGyn –WnGyn
∥∥

= ‖xn – xn+‖ + αn
∥∥γ f (xn) –μBWnGyn

∥∥ → .

From limn→∞ ‖xn – xn+‖ =  and limn→∞ αn = , we get

lim
n→∞‖xn –WnGxn‖ = . (.)

Note that

‖xn –WGxn‖ ≤ ‖xn –WnGxn‖ + ‖WnGxn –WGxn‖.

From (.) and Remark ., we see

lim
n→∞‖xn –WGxn‖ = .

Step . Now we shall prove

lim sup
n→∞

〈
xn – x∗, (γ f –μB)x∗〉 ≤ , (.)

where x∗ is the unique solution of variational inequality (.). To show this, we take a
subsequence {xni} of {xn} such that

lim sup
n→∞

〈
xn – x∗, (γ f –μB)x∗〉 = lim

i→∞
〈
xni – x∗, (γ f –μB)x∗〉. (.)
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Since {xni} is bounded, there exists a subsequence of {xni}. Without loss of generality,
we can still denote it by {xni} such that xni ⇀ ω. Let us show ω ∈ � := (

⋂∞
n= F(Tn)) ∩

(
⋂N

m=MEP(Fm,ϕ))∩ �.
We first show ω ∈ �. From ‖yn –Gyn‖ →  and ‖xn – yn‖ →  and Lemma . (demi-

closedness principle), we have ω ∈ F(G) = �.
Next we show ω ∈ ⋂N

m=MEP(Fm,ϕ). Since un,m = T (Fm ,ϕ)
rn,m xn, we have

Fm(un,m, y) + ϕ(y) – ϕ(un,m) +


rn,m
〈y – un,m,un,m – xn〉 ≥ , ∀y ∈ C.

It follows from (A) that

ϕ(y) – ϕ(un,m) +


rn,m
〈y – un,m,un,m – xn〉 ≥ Fm(y,un,m), ∀y ∈ C.

Replacing n by ni, we arrive at

ϕ(y) – ϕ(uni ,m) +
〈
uni ,m – xni

rni ,m
, y – uni ,m

〉
≥ Fm(y,uni ,m), ∀y ∈ C. (.)

Put ytm = tmy + ( – tm)ω for all tm ∈ (, ] and y ∈ C. Then from (.) we have

 ≥ –ϕ(ytm ) + ϕ(uni ,m) –
〈
uni ,m – xni

rni ,m
, ytm – uni ,m

〉
+ Fm(ytm ,uni ,m).

So, from (A), the weak lower semicontinuity of ϕ, uni ,m–xni
rni ,m

→  and uni ⇀ ω, we have

 ≥ –ϕ(ytm ) + ϕ(ω) + Fm(ytm ,ω) as i→ ∞. (.)

From (A), (A) and (.), we also have

 = Fm(ytm , ytm ) + ϕ(ytm ) – ϕ(ytm )

≤ tmFm(ytm , y) + ( – tm)Fm(ytm ,ω) + tmϕ(y) – ( – tm)ϕ(ω) – ϕ(ytm )

= tm
[
Fm(ytm , y) + ϕ(y) – ϕ(ytm )

]
+ ( – tm)

[
Fm(ytm ,ω) + ϕ(ω) – ϕ(ytm )

]
≤ tm

[
Fm(ytm , y) + ϕ(y) – ϕ(ytm )

]
,

and hence

 ≤ Fm(ytm , y) + ϕ(y) – ϕ(ytm ).

Letting tm → , we have, for each y ∈ C,

 ≤ Fm(ω, y) + ϕ(y) – ϕ(ω).

This implies ω ∈MEP(Fm,ϕ) for each  ≤m ≤N . Therefore ω ∈ ⋂N
m=MEP(Fm,ϕ).
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Last we show ω ∈ F(W ) =
⋂∞

n= F(Tn). If ω /∈ F(W ). From Opial’s lemma (Lemma .),
we have

lim inf
i→∞ ‖xni –ω‖ < lim inf

i→∞ ‖xni –WGω‖

≤ lim inf
i→∞

(‖xni –WGxni‖ + ‖WGxni –WGω‖)
≤ lim inf

i→∞
(‖xni –WGxni‖ + ‖xni –ω‖).

Since limn→∞ ‖xn –WGxn‖ = , we have

lim inf
i→∞ ‖xni –ω‖ < lim inf

i→∞ ‖xni –ω‖.

This is a contradiction. Therefore, we have ω ∈ F(W ) =
⋂∞

n= F(Tn), that is,

ω ∈ F(W )∩
( N⋂
m=

MEP(Fm,ϕ)

)
∩ � =

( ∞⋂
n=

F(Tn)

)
∩

( N⋂
m=

MEP(Fm,ϕ)

)
∩ � =�.

Since ω ∈ �, due to (.) and the property of metric projection, we have

lim sup
n→∞

〈
xn – x∗, (γ f –μB)x∗〉 = lim

i→∞
〈
xni – x∗, (γ f –μB)x∗〉

=
〈
ω – x∗, (γ f –μB)x∗〉 ≤ . (.)

Step . Finally, we prove that xn → x∗ as n → ∞. Setting vn = αnγ f (xn) + ( –
αnμB)WnGyn, ∀n≥ . Then we can rewrite (.) as

⎧⎪⎨
⎪⎩
zn =

∑N
m= βn,mun,m,

yn = δnWnGzn + ( – δn)zn,
xn+ = PCvn.

It follows from (.) and Proposition .(i) that

∥∥xn+ – x∗∥∥

=
〈
PCvn – vn,PCvn – x∗〉 + 〈

vn – x∗,xn+ – x∗〉
≤ 〈

vn – x∗,xn+ – x∗〉
=

〈
αnγ f (xn) + ( – αnμB)WnGyn – x∗,xn+ – x∗〉

=
〈
αn

(
γ f (xn) –μBx∗) + ( – αnμB)

(
WnGyn – x∗),xn+ – x∗〉

≤ 〈
αnγ

(
f (xn) – f

(
x∗)) + ( – αnμB)

(
WnGyn – x∗),xn+ – x∗〉

+ αn
〈
(γ f –μB)x∗,xn+ – x∗〉

≤ ∥∥αnγ
(
f (xn) – f

(
x∗)) + ( – αnμB)

(
WnGyn – x∗)∥∥∥∥xn+ – x∗∥∥

+ αn
〈
(γ f –μB)x∗,xn+ – x∗〉

≤ [
αnγ l

∥∥xn – x∗∥∥ + ( – αnτ )
∥∥WnGyn – x∗∥∥]∥∥xn+ – x∗∥∥

+ αn
〈
(γ f –μB)x∗,xn+ – x∗〉
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≤ [
αnγ l

∥∥xn – x∗∥∥ + ( – αnτ )
∥∥xn – x∗∥∥]∥∥xn+ – x∗∥∥ + αn

〈
(γ f –μB)x∗,xn+ – x∗〉

≤ (
 – αn(τ – γ l)

)∥∥xn – x∗∥∥∥∥xn+ – x∗∥∥ + αn
〈
(γ f –μB)x∗,xn+ – x∗〉

≤ 

(
 – αn(τ – γ l)

)(∥∥xn – x∗∥∥ +
∥∥xn+ – x∗∥∥) + αn

〈
(γ f –μB)x∗,xn+ – x∗〉,

which implies that

∥∥xn+ – x∗∥∥

≤  – αn(τ – γ l)
 + αn(τ – γ l)

∥∥xn – x∗∥∥ +
αn

 + αn(τ – γ l)
〈
(γ f –μB)x∗,xn+ – x∗〉

=
(
 –

αn(τ – γ l)
 + αn(τ – γ l)

)∥∥xn – x∗∥∥

+
αn(τ – γ l)
 + αn(τ – γ l)

· 
(τ – γ l)

〈
(γ f –μB)x∗,xn+ – x∗〉

= ( – γn)
∥∥xn – x∗∥∥ + σnγn, (.)

where γn = αn(τ–γ l)
+αn(τ–γ l) and

σn =


(τ – γ l)
〈
(γ f –μB)x∗,xn+ – x∗〉.

It is easily seen that
∑∞

n= γn =∞ and lim supn→∞ σn ≤  (due to condition (a) and (.)).
According to Lemma . we conclude that {xn} converges strongly to x∗. This completes
the proof. �

Putting Tn ≡ I the identity mapping, we obtain from Theorem . the following.

Corollary . Let C be a nonempty closed convex subset of a Hilbert space H . Let Fm be
a sequence of bifunctions from C × C to R satisfying (A)-(A), and let ϕ : C → R be a
lower semicontinuous and convex functionwith restriction (B) or (B) for every ≤m ≤N ,
where N denotes some positive integer. Let�,� : C×C → R be two bifunctions satisfying
(A)-(A), the mapping Bi : C → H be ζi-inverse strongly monotone for i = , , B be a
κ-Lipschitz and η-strongly monotone operator with constants κ ,η > , and let f : H → H
be an l-Lipschitz mapping with constant l > . Suppose that  < μ < η/κ and  < γ l < τ ,
where τ = –

√
 –μ(η –μκ).Assume that� := (

⋂N
m=MEP(Fm,ϕ))∩� �= ∅,where � is a

fixed point set of the mapping G = T�
μ (I –μB)T�

μ (I –μB) with μi ∈ (, ζi) for i = , .
Let {αn}, {δn}, {βn,}, . . . and {βn,N } be sequences in [, ] and {rn,m} be a sequence in (,∞)
for every ≤m ≤N such that:
(a) limn→∞ αn = ,

∑∞
n= αn =∞ and

∑∞
n= |αn+ – αn| <∞;

(b)
∑N

m= βn,m =  and
∑∞

n= |βn+,m – βn,m| < ∞ for each ≤m≤N ;
(c) limn→∞ δn =  and

∑∞
n= |δn+ – δn| <∞;

(d) lim infn→∞ rn,m >  and
∑∞

n= |rn+,m – rn,m| < ∞ for each ≤m ≤N .
Given x ∈H arbitrarily, the sequence {xn} is generated iteratively by

{
yn = δnG(

∑N
m= βn,mun,m) + ( – δn)(

∑N
m= βn,mun,m),

xn+ = PC[αnγ f (xn) + ( – αnμB)Gyn], ∀n≥ ,
(.)
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where un,m is such that

Fm(un,m, y) + ϕ(y) – ϕ(un,m) +


rn,m
〈y – un,m,un,m – xn〉 ≥ , ∀y ∈ C,

for each  ≤ m ≤ N . Then the sequence {xn} defined by (.) converges strongly to x∗ ∈ �,
as n→ ∞, where x∗ is the unique solution of the variational inequality

〈
(γ f –μB)x∗, z – x∗〉 ≤ , ∀z ∈ �.

If N = , we obtain from Theorem . the following.

Corollary . Let C be a nonempty closed convex subset of a Hilbert space H . Let F be a
sequence of bifunctions from C ×C to R satisfying (A)-(A), and let ϕ : C → R be a lower
semicontinuous and convex function with restriction (B) or (B). Let �,� : C × C →
R be two bifunctions satisfying (A)-(A), the mapping Bi : C → H be ζi-inverse strongly
monotone for i = , , B be a κ-Lipschitz and η-strongly monotone operator with constants
κ ,η > , and let f : H → H be an l-Lipschitz mapping with constant l ≥ . Let {Tn}∞n=
be a sequence of nonexpansive mappings on C and {λn} be a sequence in (,b] for some
b ∈ (, ). Suppose that  < μ < η/κ and  < γ l < τ , where τ =  –

√
 –μ(η –μκ).

Assume that � := (
⋂∞

n= F(Tn)) ∩ (MEP(F ,ϕ)) ∩ � �= ∅, where � is a fixed point set of the
mapping G = T�

μ (I – μB)T�
μ (I – μB) with μi ∈ (, ζi) for i = , . Let {αn}, {δn} be

sequences in [, ] and {rn} be a sequence in (,∞) such that:
(a) limn→∞ αn = ,

∑∞
n= αn =∞ and

∑∞
n= |αn+ – αn| <∞;

(b) limn→∞ δn =  and
∑∞

n= |δn+ – δn| <∞;
(c) lim infn→∞ rn >  and

∑∞
n= |rn+ – rn| < ∞.

Given x ∈H arbitrarily, the sequence {xn} is generated iteratively by

⎧⎪⎨
⎪⎩
F(un, y) + ϕ(y) – ϕ(un) + 

rn 〈y – un,un – xn〉 ≥ , ∀y ∈ C,
yn = δnWnGun + ( – δn)un,
xn+ = PC[αnγ f (xn) + ( – αnμB)WnGyn], ∀n≥ ,

(.)

where Wn is defined by (.). Then the sequence {xn} defined by (.) converges strongly
to x∗ ∈ �, as n→ ∞, where x∗ is the unique solution of the variational inequality

〈
(γ f –μB)x∗, z – x∗〉 ≤ , ∀z ∈ �.

If ϕ ≡ , we obtain from Theorem . the following.

Corollary . Let C be a nonempty closed convex subset of a Hilbert space H . Let Fm
be a sequence of bifunctions from C × C to R satisfying (A)-(A) for every  ≤ m ≤ N ,
where N denotes some positive integer. Let �,� : C × C → R be two bifunctions sat-
isfying (A)-(A), the mapping Bi : C → H be ζi-inverse strongly monotone for i = , ,
B be a κ-Lipschitz and η-strongly monotone operator with constants κ ,η > , and let
f : H → H be an l-Lipschitz mapping with constant l ≥ . Let {Tn}∞n= be a sequence of
nonexpansive mappings on C and {λn} be a sequence in (,b] for some b ∈ (, ). Sup-
pose that  < μ < η/κ and  < γ l < τ , where τ =  –

√
 –μ(η –μκ). Assume that
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� := (
⋂∞

n= F(Tn)) ∩ (
⋂N

m= EP(Fm)) ∩ � �= ∅, where � is a fixed point set of the mapping
G = T�

μ (I – μB)T�
μ (I – μB) with μi ∈ (, ζi) for i = , . Let {αn}, {δn}, {βn,}, . . . and

{βn,N } be sequences in [, ] and {rn,m} be a sequence in (,∞) for every  ≤ m ≤ N such
that:
(a) limn→∞ αn = ,

∑∞
n= αn =∞ and

∑∞
n= |αn+ – αn| <∞;

(b)
∑N

m= βn,m =  and
∑∞

n= |βn+,m – βn,m| < ∞ for each ≤m≤N ;
(c) limn→∞ δn =  and

∑∞
n= |δn+ – δn| <∞;

(d) lim infn→∞ rn,m >  and
∑∞

n= |rn+,m – rn,m| < ∞ for each ≤m ≤N .
Given x ∈H arbitrarily, the sequence {xn} is generated iteratively by

{
yn = δnWnG(

∑N
m= βn,mun,m) + ( – δn)(

∑N
m= βn,mun,m),

xn+ = PC[αnγ f (xn) + ( – αnμB)WnGyn], ∀n≥ ,
(.)

where un,m is such that

Fm(un,m, y) +


rn,m
〈y – un,m,un,m – xn〉 ≥ , ∀y ∈ C,

for each  ≤ m ≤ N , Wn is defined by (.). Then the sequence {xn} defined by (.) con-
verges strongly to x∗ ∈ �, as n → ∞, where x∗ is the unique solution of the variational
inequality

〈
(γ f –μB)x∗, z – x∗〉 ≤ , ∀z ∈ �.

If � ≡ � ≡ , we obtain from Theorem . the following.

Corollary . Let C be a nonempty closed convex subset of a Hilbert space H . Let Fm be
a sequence of bifunctions from C × C to R satisfying (A)-(A), and let ϕ : C → R be a
lower semicontinuous and convex functionwith restriction (B) or (B) for every ≤m ≤N ,
where N denotes some positive integer. Let the mapping Bi : C → H be ζi-inverse strongly
monotone for i = , , B be a κ-Lipschitz and η-strongly monotone operator with constants
κ ,η > , and let f :H → H be an l-Lipschitz mapping with constant l ≥ . Let {Tn}∞n= be a
sequence of nonexpansivemappings on C and {λn} be a sequence in (,b] for some b ∈ (, ).
Suppose that  < μ < η/κ and  < γ l < τ , where τ =  –

√
 –μ(η –μκ). Assume that

� := (
⋂∞

n= F(Tn))∩ (
⋂N

m=MEP(Fm,ϕ))∩� �= ∅,where � is a fixed point set of the mapping
G = PC(I–μB)PC(I–μB)withμi ∈ (, ζi) for i = , . Let {αn}, {δn}, {βn,}, . . . and {βn,N }
be sequences in [, ] and {rn,m} be a sequence in (,∞) for every ≤m ≤N such that:
(a) limn→∞ αn = ,

∑∞
n= αn =∞ and

∑∞
n= |αn+ – αn| <∞;

(b)
∑N

m= βn,m =  and
∑∞

n= |βn+,m – βn,m| < ∞ for each ≤m≤N ;
(c) limn→∞ δn =  and

∑∞
n= |δn+ – δn| <∞;

(d) lim infn→∞ rn,m >  and
∑∞

n= |rn+,m – rn,m| < ∞ for each ≤m ≤N .
Given x ∈H arbitrarily, the sequence {xn} is generated iteratively by

{
yn = δnWnG(

∑N
m= βn,mun,m) + ( – δn)(

∑N
m= βn,mun,m),

xn+ = PC[αnγ f (xn) + ( – αnμB)WnGyn], ∀n≥ ,
(.)

where un,m is such that

Fm(un,m, y) + ϕ(y) – ϕ(un,m) +


rn,m
〈y – un,m,un,m – xn〉 ≥ , ∀y ∈ C,
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for each  ≤ m ≤ N , Wn is defined by (.). Then the sequence {xn} defined by (.) con-
verges strongly to x∗ ∈ �, as n → ∞, where x∗ is the unique solution of the variational
inequality

〈
(γ f –μB)x∗, z – x∗〉 ≤ , ∀z ∈ �.
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