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#### Abstract

In this paper, we mainly study the boundedness of unimodular Fourier multipliers with a time parameter $\mathrm{e}^{\mathrm{itp}(\xi)}$ on the modulation spaces where $p(\xi)$ is a differentiable real-valued function, namely we estimate $\mathrm{e}^{\mathrm{itp}(\xi)}$ under the multiplier norm, denoted by $\mathfrak{M}^{s, p}$. The sharpness of $s$ and the regularity lost are also discussed when the multiplier acts on functions in modulation spaces. Meanwhile the lower bound of the multiplier is shown. Finally, we present a discussion of the relationship between the main result and well-posedness results for nonlinear PDEs already existing in the literature. MSC: Primary 42B15; 42B35; secondary 42C15
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## 1 Introduction

The modulation spaces have been well known as the 'right' spaces in time-frequency analysis. Refer to [1-12]. Recently Hardy type modulation spaces have been proposed in [13]. In this paper, we discuss these spaces in a brief manner, and then study the Fourier multipliers on them.

### 1.1 Modulation spaces

In this subsection we will introduce modulation spaces and Wiener spaces briefly. We adopt the definitions and notation in [11] mainly.
Denote the frequency-uniform decomposition operators

$$
\square_{k} f=\mathcal{F}^{-1}\left(\psi_{k} \mathcal{F} f\right), \quad k \in \mathbb{Z}^{n},
$$

where $\psi_{k}(\xi)=\psi(\xi-k)$ constitute a so-called unity partition with good properties, and $\psi$ is a bump-like function. $M_{p, q}^{s}$ is a subspace of the distribution space $夕^{\prime}$ with the norm

$$
\begin{equation*}
\|f\|_{M_{p, q}^{s}}:=\left(\sum_{k}\langle k\rangle^{s q}\left\|\square_{k} f\right\|_{p}^{q}\right)^{\frac{1}{p}}, \tag{1}
\end{equation*}
$$

where $\langle x\rangle=1+|x|$. Strictly speaking, only when $1 \leq p, q \leq \infty$, (1) becomes a norm. If $s=0$, we simply write $M_{p, q}$ instead of $M_{p, q}^{0}$.

The modulation spaces can be regarded as an example of the Wiener amalgam spaces $[1,14,15]$. Now we fix the definition of the class of spaces in the present paper.

Definition 1.1 Given $\psi \in \delta$ as in the modulation spaces, a function Banach space $X$ and a sequence Banach space $Y$, the space $W(X, Y)$ consists of all distributions $u \in \delta^{\prime}\left(u \in X_{\text {loc }}\right.$ precisely) for which

$$
\|u\|_{W(X, Y)}:=\left\|\left\{\left\|\psi_{k} u\right\|_{X}\right\}\right\|_{Y}<\infty
$$

Another class of spaces mentioned in the paper is

$$
\mathcal{F} X:=\{\mathcal{F} f \mid f \in X\} \text { whose norm is }\|f\|_{\mathcal{F} X}:=\|\mathcal{F} f\|_{X},
$$

where $X$ is $L^{p}$ or any other known space for which $\mathcal{F} f, f \in X$, makes sense. Actually, $M_{p, q}^{s}=$ $\mathcal{F} W\left(\mathcal{F} L^{p}, \ell^{s, q}\right)$, where $\ell^{s, q}$ is the $q$-summable sequence with the weight $\langle k\rangle^{s}$. Moreover, Hardy type modulation spaces $\mu_{p, q}^{s}=\mathcal{F} W\left(\mathcal{F} H^{p}, \ell^{s, q}\right), 0<p \leq 1$ are introduced in [16] where $H^{p}$ is the Hardy space.

### 1.2 Fourier multipliers on modulation spaces

In this section, we review the previous work about Fourier multipliers on modulation spaces. Then we introduce the main contribution of the present paper.
The Fourier multipliers $m(\xi)$ as an operator are defined in [14, 17-19] with

$$
T_{m} f(x):=\int_{\mathbb{R}^{n}} m(\xi) \mathcal{F} f(\xi) \mathrm{e}^{2 \pi \mathrm{i} x \cdot \xi} \mathrm{~d} \xi
$$

where $2 \pi$ is unessential and the Fourier transform is normalised to be

$$
\hat{f}=\mathcal{F} f:=\int_{\mathbb{R}^{n}} f(x) \mathrm{e}^{-2 \pi \mathrm{i} x \cdot \xi} \mathrm{~d} x .
$$

The set of the Fourier multipliers from the function space $X$ to $Y$ is denoted with $\mathcal{M}(X, Y)$ as a subspace of the bounded linear operator space $L(X, Y)$ and $T: m \mapsto T_{m}=$ $m(D)$ is the embedding mapping. Fourier multipliers and the corresponding operators are seldom distinct. Notice $\mathcal{M}^{p, q}=\mathcal{M}\left(L^{p}, L^{q}\right)$ and denote $\mathcal{M}^{p}=\mathcal{M}^{p, p}, 1 \leq p \leq q \leq \infty$ [20-22].

The Fourier multipliers discussed in this paper generally do not preserve most of the Lebesgue spaces or even the Besov spaces (see [18,23]). This is the motivation to study the boundedness properties on other function spaces. The Fourier multipliers for the modulation spaces have been developed in many papers [14, 17, 24-26] where the so-called unimodular Fourier multipliers were studied and applied into PDEs. One of the most famous examples is $\mathrm{e}^{\mathrm{i}|\xi|^{2}} \in \mathcal{M}\left(M_{p, q}^{s}\right)$ as occurs in the Schrödinger equation.
Let us recall the main results relating with our study. Reference [14] (Theorem 1 as its main result) proved that $\mathrm{e}^{\mathrm{i}|\xi|^{\alpha}} \in \mathcal{M}\left(M_{p, q}^{s}\right), \alpha \in[0,2]$. Moreover, we have the following estimate of $\mathrm{e}^{\left.\mathrm{i}| | \xi\right|^{2}}$ under the norm $\mathcal{M}\left(M_{p, q}^{s}\right)$ (see Corollary 5 in [14] and also [24, 27]):

$$
\|u(t)\|_{M_{p, q}} \lesssim\langle t\rangle^{\frac{n}{2}}\|f\|_{M_{p, q}}, \quad u(t)=\mathrm{e}^{\mathrm{i} t|D|^{2}} f
$$

The case $\alpha>2$ is well discussed in [25] where $|\xi|^{\alpha}$ has been replaced with a real-valued homogeneous function of degree $\alpha$.

Furthermore, [17] (Theorem 1 and Theorem 2) gave the following estimate:

$$
\left\|\mathrm{e}^{\mathrm{i} t|D|^{\alpha}} f\right\|_{M_{p, q}^{s}} \lesssim\langle t\rangle^{n\left|\frac{1}{2}-\frac{1}{p}\right|}\|f\|_{M_{p, q}^{s}}, \quad \frac{1}{2}<\alpha \leq 2 .
$$

However, when $\alpha>2$, the multiplier loses a regularity $\gamma=(\alpha-2) n\left|\frac{1}{2}-\frac{1}{p}\right|$, precisely

$$
\left\|\mathrm{e}^{\mathrm{i} t|D|^{\alpha}} f\right\|_{M_{p, q}^{s-\gamma}} \lesssim\langle t\rangle^{n\left|\frac{1}{2}-\frac{1}{p}\right|}\|f\|_{M_{p, q}^{s}}, \quad \alpha>2
$$

while the sharpness of the regularity lost is discussed in [25]. [13, 16] studied the Hardy type modulation spaces and have shown a similar estimate, namely

$$
\left\|\mathrm{e}^{\left.\mathrm{i}| | D\right|^{\alpha}} f\right\|_{\mu_{p, q}^{s-\gamma}} \lesssim\langle t\rangle^{n\left|\frac{1}{2}-\frac{1}{p}\right|}\|f\|_{\mu_{p, q}^{s}}
$$

where $\gamma=n(\alpha-2)\left|\frac{1}{2}-\frac{1}{p}\right|$.
The purpose of the paper is to study the unimodular multipliers with a time parameter $m(\xi, t)=\mathrm{e}^{\mathrm{i} t p(\xi)}$ and to estimate

$$
C(t)=\left\|\mathrm{e}^{\mathrm{itpp}(\xi)}\right\|_{\mathcal{M}\left(M_{p, q}, M_{p, q}^{s}\right)},
$$

where $p(\xi)$ is a real-valued function satisfying the Mihilin type condition

$$
\left|\partial^{\gamma} p(\xi)\right| \lesssim|\xi|^{\alpha-|\gamma|},
$$

where $\alpha$ is extended to $(0,+\infty)$ and $0<\delta<N$ for large $N$.
Denote $\mathfrak{M}^{s, p}=\mathcal{M}\left(M_{p, q}, M_{p, q}^{s}\right)$ where $s$ represents the regularity that the multiplier gains (or loses when $s<0$ ). The main result of this paper can be stated in the following form. It indeed contains most results of the previous work.

Theorem 1.1 If the real-valued function $p(\xi)$ mentioned above satisfies $\left|\partial^{\gamma} p(\xi)\right| \sim|\xi|^{\alpha-|\gamma|}$, then

$$
C(t)=\left\|\mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathfrak{M}^{s}, p} \lesssim\langle t\rangle^{(n+2 \eta)\left|\frac{1}{2}-\frac{1}{p}\right|}
$$

where $s=\left\{\begin{array}{ll}0, & 0<\alpha \leq 2, \\ (2-\alpha)\left|\frac{1}{2}-\frac{1}{p}\right|, & \alpha>2\end{array}\right.$ and $0 \leq \eta \leq 1$ will be determined in Section 3 when $\alpha$ is small. (It was shown that $\eta=0$ when $\alpha>\frac{1}{2}$.)

It will be restated in Theorem 4.2 in more precise form. In Theorem 3.1 we estimate the lower bound that the $\eta$ can reach. Furthermore, we will discuss the sharpness of $s$ in Section 4.2, namely the maximum value for $s$ is $(2-\alpha) n\left|\frac{1}{2}-\frac{1}{p}\right|$ such that $\left\|\mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathfrak{M}, p}^{s, p}$ is controlled by $C(t)$.

Simply stated, we will do three things mainly in the paper:
(i) refine $\eta$ so that $\left\|\mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathfrak{M}^{s, p}} \lesssim\langle t\rangle^{(n+2 \eta)\left|\frac{1}{2}-\frac{1}{p}\right|}$ when $\alpha$ is small,
(ii) discuss the sharpness of $s$ with a lemma,
(iii) show the lower bound of $\left\|\mathrm{e}^{\mathrm{itp}(\xi)}\right\|_{\mathfrak{M}^{s, p}}$.

Feature (i) is the main contribution of the paper. We obtain the smallest value of $\eta$ among the related research. As far as this author knows, (iii) is seldom discussed in the previous
works. Meanwhile, we propose a generic process that is different from previous papers, and which allows us to handle the estimate of the unimodular multipliers (to be compared with $[16,17]$ ).

### 1.3 Notations and organisation

Throughout this paper, $A(x) \lesssim B(x)$ means that there exists a positive constant $C$ such that $A(x) \leq C B(x)$ for all $x$ in an abstract space where $A, B$ are two non-negative functions in the space, while $A(x) \sim B(x)$ is used to denote $A(x) \lesssim B(x) \lesssim A(x) . x \ll 1$ means that $x \geq 0$ is less than a small number. $\sum_{k \in \mathbb{Z}^{n}}\left(\sup _{k \in \mathbb{Z}^{n}}\right)$ will be simply written as $\sum_{k}\left(\sup _{k}\right)$, if there is no ambiguity. $L^{p}\left(\mathbb{R}^{n}\right)$ is shortened as $L^{p}$, if $n$ is arbitrary and kept uniform. Notice that $p \geq 1$ throughout this paper. Finally, we define $\left|D^{\delta} f\right|=\sum_{|\gamma|=\delta}\left|\partial^{\gamma} f\right|$. In fact, $D^{\delta} f \sim\left\{\partial^{\gamma} f,|\gamma|=\delta\right\}$ is regarded as a vector. $\dot{H}^{s, p}$ denotes the homogeneous Sobolev space, and $\dot{H}^{s}=\dot{H}^{s, 2}$.

This paper is organised as follows. In Section 2, we mainly discuss the representation of the Fourier multipliers on the modulation spaces. In Section 3, we refine the bound of the part near 0 of the multipliers as the main contribution of the paper. In Section 4, we study the boundedness of the unimodular Fourier multipliers by oscillatory integral theory (Lemma 4.1). We also give the sharpness argument as regards the regularity lost by the multipliers and prove the lower bound. The result in the previous section is applied to the local well-posedness of the dispersive equations in Section 5.

## 2 Representation of Fourier multipliers

In this section, we will discuss the representation of Fourier multipliers that is the fundamental step for the estimate and shown in (4) and (5). Several well-known lemmata are listed as follows which will be used in the sequel.

Lemma 2.1 (Sobolev embedding [28]) $H^{s} \hookrightarrow L^{p}, \frac{1}{p}=\frac{1}{2}-\frac{s}{n}, \frac{s}{n}<\frac{1}{2}$.
Lemma 2.2 (Bernstein theorem [11]) Let $L>\frac{n}{2}$ be an integer, then

$$
\|f\|_{\mathcal{F} L^{1}} \lesssim\|f\|_{L^{2}}^{1-\frac{n}{2 L}}\|f\|_{\dot{H}^{L}}^{\frac{n}{2 L}}
$$

By checking the proof Proposition 1.11 in [11], for any $t>0$ we have

$$
\begin{align*}
\|f\|_{\mathcal{F} L^{1}} & \lesssim \int_{|x|<t}|\mathcal{F} f| \mathrm{d} x+\int_{|x|>t}|\mathcal{F} f| \mathrm{d} x \\
& \left.\lesssim t^{\frac{n}{2}}\|\mathcal{F} f\|_{L^{2}}+\left.\int_{|x|>t}| | x\right|^{-L} \mathcal{F}\left(D^{L} f\right) \right\rvert\, \mathrm{d} x \\
& \lesssim t^{\frac{n}{2}}\|f\|_{L^{2}}+t^{\frac{n}{r}-L}\left\|D^{L} f\right\|_{\mathcal{F} L^{r^{\prime}}} \\
& \lesssim t^{\frac{n}{2}}\|f\|_{L^{2}}+t^{\frac{n}{r}-L}\left\|D^{L} f\right\|_{L^{r}} \tag{2}
\end{align*}
$$

where $L>\frac{n}{r}, 1 \leq r \leq 2$ is an integer. From the Sobolev embedding theorem,

$$
\begin{equation*}
\|f\|_{\mathcal{F} L^{1}} \lesssim t^{\frac{n}{2}}\|f\|_{L^{2}}+t^{\frac{n}{r}-L}\left\||\xi|^{s} D^{L} f\right\|_{L^{2}} \tag{3}
\end{equation*}
$$

where $\frac{1}{r^{\prime}}=\frac{1}{2}-\frac{s}{n}\left(\right.$ or $\left.s=\frac{n}{2}-\frac{n}{r^{\prime}}\right), 0 \leq s<\frac{n}{2}$.
By (2), it follows a generalised version of Bernstein's theorem that will be used in Remark 3.2.

Lemma 2.3 Let $L>\frac{n}{2}$ be an integer, then

$$
\|f\|_{\mathcal{F}^{1}} \lesssim\|f\|_{L^{r}}^{1-\frac{n}{r L}}\|f\|_{\dot{H}^{L, r}}^{\frac{n}{r}}
$$

where $1 \leq r \leq 2, r L>n$.

Lemma 2.4 $\mathcal{F} L^{1} \hookrightarrow \mathcal{M}^{p}$, for all $1 \leq p \leq \infty$. More precisely

$$
\left(\mathcal{F} L^{1}, L^{\infty}\right)_{\theta} \hookrightarrow \mathcal{M}^{p}, \quad \theta=2\left|\frac{1}{2}-\frac{1}{p}\right| .
$$

Lemma 2.5 (Nikol'skij-Triebel's inequality [11, 22]) If $0<p \leq q \leq \infty, f \in L^{p}$ whose Fourier transform is supported in a compact subset $\Omega$ of $\mathbb{R}^{n}$, then $\left\|\square_{k} f\right\|_{q} \lesssim\|f\|_{p}$ uniformly for $k \in \mathbb{Z}^{n}$.

Now we assume that the multiplier $m$ is bounded from $M_{p_{1}, q_{1}}^{s_{1}}$ to $M_{p_{2}, q_{2}}^{s_{2}}, p_{1} \leq p_{2}$, namely

$$
\left(\sum_{k}\langle k\rangle^{s_{2} q_{2}}\left\|\mathcal{F}^{-1}\left(\psi_{k} m \mathcal{F} f\right)\right\|_{p_{2}}^{q_{2}}\right)^{\frac{1}{q_{2}}} \lesssim\left(\sum_{k}\langle k\rangle^{s_{1} q_{1}}\left\|\mathcal{F}^{-1}\left(\psi_{k} \mathcal{F} f\right)\right\|_{p_{1}}^{q_{1}}\right)^{\frac{1}{q_{1}}}
$$

If $f \in L^{p_{1}}, \operatorname{supp} \hat{f} \subset \Omega$ where $\Omega$ is a compact subset of $\mathbb{R}^{n}$ then

$$
\Lambda_{\Omega}=\left\{k \in \mathbb{Z}^{n} \mid \Omega \cap \operatorname{supp} \psi_{k} \neq \emptyset\right\}
$$

has finitely many elements and

$$
f=\sum_{k \in \Lambda_{\Omega}} \mathcal{F}^{-1}\left(\psi_{k} \mathcal{F} f\right)
$$

and from Nikol'skij-Triebel's inequality,

$$
\begin{aligned}
\langle k\rangle^{s_{2}}\left\|\mathcal{F}^{-1}\left(\psi_{k} m \mathcal{F} f\right)\right\|_{p_{2}} & \lesssim \sum_{k \in \Lambda_{\Omega}}\langle k\rangle^{s_{1}}\left\|\mathcal{F}^{-1}\left(\psi_{k} \mathcal{F} f\right)\right\|_{p_{1}} \\
& \lesssim \sum_{k \in \Lambda_{\Omega}}\langle k\rangle^{s_{1}}\|f\|_{p_{1}}
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\left\|\mathcal{F}^{-1}(m \mathcal{F} f)\right\|_{p_{2}} & \lesssim \sum_{k \in \Lambda_{\Omega}}\left\|\mathcal{F}^{-1}\left(\psi_{k} m \mathcal{F} f\right)\right\|_{p_{2}} \\
& \lesssim \sum_{k_{1}, k_{2} \in \Lambda_{\Omega}}\left\langle k_{2}\right\rangle^{-s_{2}}\left\langle k_{1}\right\rangle^{s_{1}}\|f\|_{p_{1}} \\
& \lesssim\langle\xi\rangle^{s_{1}-s_{2}}\|f\|_{p_{1}},
\end{aligned}
$$

where $\xi \in \Omega$.
Replacing $f$ with $\mathcal{F}^{-1}\left(\psi_{k} \mathcal{F} f\right)$, we have

$$
\left\|\mathcal{F}^{-1}\left(\psi_{k} m \mathcal{F} f\right)\right\|_{p_{2}} \lesssim\langle k\rangle^{s_{1}-s_{2}}\|f\|_{p_{1}},
$$

which implies a representation of the multipliers on the modulation spaces,

$$
\begin{equation*}
\mathcal{M}\left(M_{p_{1}, q_{1}}^{s_{1}}, M_{p_{2}, q_{2}}^{s_{2}}\right)=W\left(\mathcal{M}^{p_{1}, p_{2}}, \ell^{s_{2}-s_{1},+\infty}\right), \quad 1 \leq p_{1} \leq p_{2}, q_{1} \leq q_{2} . \tag{4}
\end{equation*}
$$

By this fact, we only need to study $\mathcal{M}\left(M_{p_{1}, q}, M_{p_{2}, q}^{s}\right)$, but in this paper we are only interested in the following class of multipliers.

Lemma 2.6 (also see [25]) For $1 \leq p \leq \infty$,

$$
\begin{equation*}
\mathcal{M}\left(M_{p, q}, M_{p, q}^{s}\right)=W\left(\mathcal{M}^{p}, \ell^{s,+\infty}\right) . \tag{5}
\end{equation*}
$$

Denote $\mathfrak{M}^{s, p}=\mathcal{M}\left(M_{p, q}, M_{p, q}^{s}\right)$ for short. When $s=0$, it is written as $\mathfrak{M}^{p}$. The representation of multipliers on modulation spaces leads us to Hormander's multipliers.

Remark 2.1 When $p_{1} \leq p_{2}<1$, one only has

$$
\begin{equation*}
W\left(\mathcal{M}^{p_{1}, p_{2}}, \ell^{s_{2}-s_{1},+\infty}\right) \hookrightarrow \mathcal{M}\left(M_{p_{1}, q_{1}}^{s_{1}}, M_{p_{2}, q_{2}}^{s_{2}}\right) \tag{6}
\end{equation*}
$$

where $\mathcal{M}^{p_{1}, p_{2}}=\left\{m \in \delta^{\prime} \mid\|m(D) f\|_{L^{p_{2}}} \leq C(R)\|f\|_{L^{p_{1}}, R}<\infty\right.$ is the size of the support of $\left.\hat{f}\right\}$. One has to apply (6) in extending the results to Hardy type spaces.

Our proof is based on the previous work, especially [14, 17, 25]. By Lemma 2.4, Lemma 2.6 and the interpolation theory, we have

$$
\begin{equation*}
\|m\|_{\mathfrak{M}^{s, p}} \leq \sup _{k}\left\{\langle k\rangle^{s}\left\|\psi_{k} m\right\|_{\mathcal{F}^{1}}^{2\left|\frac{1}{p}-\frac{1}{2}\right|}\right\} . \tag{7}
\end{equation*}
$$

It remains to calculate $\left\|\psi_{k} m\right\|_{\mathcal{F} L^{1}}$ for the estimate of $\|m\|_{\mathfrak{M}^{s, p}}$, while the Bernstein theorem suggests calculating $\left\|\psi_{k} m\right\|_{\dot{H}^{L}}$. Thus the primary task is to calculate $\partial^{\gamma} \psi(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}$.

It is easy to see that

$$
\partial^{\gamma} \mathrm{e}^{\mathrm{i} t p(\xi)}=\mathrm{e}^{\mathrm{i} t p(\xi)} \sum_{m \leq|\gamma|} t^{m} \sum_{\sum_{i} \beta_{i}=\gamma} C_{\beta_{1} \cdots \beta_{m}} \partial^{\beta_{1}} p \cdots \partial^{\beta_{m}} p,
$$

which is a polynomial about $t$ multiplied by $\mathrm{e}^{\mathrm{i} t p(\xi)}$ with functional coefficients; then

$$
\begin{equation*}
\partial^{\gamma} \phi(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}=\mathrm{e}^{\mathrm{i} t p(\xi)} \sum_{m \leq|\gamma|} t^{m} \sum_{\substack{\sum_{i} \beta_{i} \leq \gamma \\\left|\beta_{i}\right|>0}} \phi_{\beta_{1} \cdots \beta_{m}} \partial^{\beta_{1}} p \cdots \partial^{\beta_{m}} p, \tag{8}
\end{equation*}
$$

where $\phi, \phi_{\beta_{1} \cdots \beta_{m}} \in \varsigma$. Equation (8) yields

$$
\begin{equation*}
\left|D^{L} \phi(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}\right| \lesssim \sum_{m \leq L}|t|^{m} \sum_{\substack{m \leq\left|\sum_{i} \beta_{i}\right| \leq L \\ \mid \beta_{i} i>0}}\left|\partial^{\beta_{1}} p \cdots \partial^{\beta_{m}} p\right|, \tag{9}
\end{equation*}
$$

where $\phi \in \varsigma$. Equations (9) and (8) will be applied in estimating the multipliers. With the assumption $\partial^{\gamma} p(\xi) \lesssim|\xi|^{\alpha-|\gamma|},|\gamma|>0$, it follows from (9) that

$$
\left|D^{L} \phi(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}\right| \lesssim\langle t\rangle^{L}|\xi|^{\alpha-L}
$$

This implies the basic thought of the paper (see Lemma 3.1 and Remark 3.2).

## 3 Near the origin

We shall show the estimates of $\left\|\psi_{k} m\right\|_{\mathcal{F} L^{1}}$ by distinguishing between the cases when $k$ near the origin and $k$ near infinity. In this section, we focus on the former.
The following lemma generalises Lemma 9 in [17] as the main contribution of the paper. It shows a more precise upper bound.

Lemma 3.1 If $p \in C^{L}\left(\mathbb{R}^{n} \backslash\{0\}\right), L=\left[\frac{n}{2}\right]+1,\left|\partial^{\gamma} p(\xi)\right| \lesssim|\xi|^{\alpha-|\gamma|}$ for $0<|\gamma| \leq L$ and $\phi \in C_{0}^{\infty}$, then

$$
\left\|\phi(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathcal{F} L^{1}} \lesssim \begin{cases}\langle t\rangle^{\frac{n}{2}}, & \alpha>\frac{1}{n+1}, 2 \nmid n \text { or } \alpha>\frac{2}{n+2}, 2 \mid n, \\ \langle t\rangle^{\frac{n}{2}+\eta}, & \text { otherwise },\end{cases}
$$

where $\eta \in[0,1)$ is selected corresponding to $\alpha$.
$L$ is assumed to be large, but we will see that $L$ can be chosen as small as $\left[\frac{n}{2}\right]+1$.

Proof As in [17], from (9) we get

$$
\begin{equation*}
\left|D^{L} \phi(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}\right| \lesssim\langle t\rangle^{L}|\xi|^{\alpha-L} \tilde{\phi}(\xi) . \tag{10}
\end{equation*}
$$

Consider the following two cases.
Case 1: $\alpha>1$ or $\alpha>\frac{1}{2}$ when $n$ is odd. With Lemma 2.2 and (10), it follows that

$$
C(t):=\left\|\phi(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathcal{F} L^{1}} \lesssim\langle t\rangle^{\frac{n}{2}}\left\||\xi|^{\alpha-L} \tilde{\phi}(\xi)\right\|_{2}^{\frac{n}{2 L}}
$$

where $\tilde{\phi} \in C_{C}^{\infty}$. Take $L=\left[\frac{n}{2}\right]+1$. whenever $\alpha>1$ or $\alpha>\frac{1}{2}$ if $n$ is odd, $L-\alpha<\frac{n}{2}$, so $|\xi|^{\alpha-L} \tilde{\phi}(\xi)$ must be square integrable.

Case 2: $\alpha \leq 1$. Decompose (8) as a polynomial into

$$
\begin{cases}H:=\mathrm{e}^{\mathrm{i} t p(\xi)} t^{L} P(\xi), & \text { the leading term } \\ R:=\mathrm{e}^{\mathrm{i} t p(\xi)} \sum_{m<L} t^{m} P_{m}(\xi), & \text { the lower terms }\end{cases}
$$

We have $\partial^{\gamma} \psi(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}=R+H$, and near 0

$$
\begin{equation*}
|H| \lesssim t^{L}|\xi|^{L(\alpha-1)}, \quad|R| \lesssim t^{L-1}|\xi|^{\alpha-L} \tag{11}
\end{equation*}
$$

Unlike [16], we go back to the second step of (2). For any $\bar{t}>0$ we have

$$
\begin{align*}
C(t) & \left.\lesssim \bar{t}^{\frac{n}{2}}+\left.\int_{|x|>\bar{t}}| | x\right|^{-L} \mathcal{F} R\left|\mathrm{~d} x+\int_{|x|>\bar{t}}\right||x|^{-L} \mathcal{F} H \right\rvert\, \mathrm{d} x \\
& \lesssim \bar{t}^{\frac{n}{2}}+\bar{t}^{\frac{n}{r_{1}}-L}\left\||\xi|^{s_{1}} R\right\|_{L^{2}}+\bar{t}^{\frac{n}{r_{2}}-L}\left\||\xi|^{s_{2}} H\right\|_{L^{2}} \\
& \lesssim \bar{t}^{\frac{n}{2}}+I_{1}+I_{2} . \tag{12}
\end{align*}
$$

Take $\bar{t}=\langle t\rangle$. For the lower terms, we have

$$
I_{1} \lesssim\langle t\rangle^{\frac{n}{r_{1}}-1}\left\||\xi|^{\alpha-L+s_{1}} \tilde{\phi}(\xi)\right\|_{2} .
$$

To make it finite, we have to find $1<r_{1} \leq 2$ and an integer $L>\frac{n}{r_{1}}$ satisfying

$$
\left\{\begin{array}{l}
\frac{1}{r_{1}^{\prime}}=\frac{1}{2}-\frac{s_{1}}{n}, \quad 0 \leq s_{1}<\frac{n}{2}  \tag{13}\\
L-\alpha-s_{1}<\frac{n}{2}
\end{array}\right.
$$

For the leading term, we have

$$
I_{2} \lesssim\langle t\rangle^{\frac{n}{r_{2}}}\left\||\xi|^{L(\alpha-1)+s_{2}} \tilde{\phi}(\xi)\right\|_{2}
$$

As above, we have to find $1<r_{2} \leq 2$ and $L>\frac{n}{r_{2}}$ so that

$$
\left\{\begin{array}{l}
\frac{1}{r_{2}^{\prime}}=\frac{1}{2}-\frac{s_{2}}{n}, \quad 0 \leq s_{2}<\frac{n}{2}  \tag{14}\\
L(1-\alpha)-s_{2}<\frac{n}{2}
\end{array}\right.
$$

Equations (13) and (14) are equivalent to

$$
\left\{\begin{array}{l}
L-\alpha<\frac{n}{r_{1}},  \tag{15}\\
L(1-\alpha)<\frac{n}{r_{2}}, \\
L \in \mathbb{Z}>\frac{n}{r_{1}}, \frac{n}{r_{2}}, \\
\frac{n}{2} \leq \frac{n}{r_{1}}, \frac{n}{r_{2}}<n,
\end{array}\right.
$$

where $\frac{n}{r_{1}}, \frac{n}{r_{2}}$ are both regarded as two variables. The mission is to find a solution $\left(L, \frac{n}{r_{1}}, \frac{n}{r_{2}}\right)$ to (15) such that $\frac{n}{r_{1}}, \frac{n}{r_{2}}$ are small enough, and then

$$
C(t) \lesssim\langle t\rangle^{\max \left\{\frac{n}{r_{1}}-1, \frac{n}{r_{2}}\right\}} .
$$

Obviously, if $n$ is odd and $\alpha>\frac{1}{n+1}$, then $\left(L, \frac{n}{r_{1}}, \frac{n}{r_{2}}\right)=\left(\left[\frac{n}{2}\right]+1,\left[\frac{n}{2}\right]+1, \frac{n}{2}\right)$ is a solution, while if $n$ is even and $\alpha>\frac{2}{n+2}$, then $\left(L, \frac{n}{r_{1}}, \frac{n}{r_{2}}\right)=\left(\left[\frac{n}{2}\right]+1,\left[\frac{n}{2}\right]+1, \frac{n}{2}\right)$ is a solution. Now we try to find a solution on $\frac{n}{r_{1}}=\frac{n}{r_{2}}$. Since $L(1-\alpha) \leq L-\alpha$, it is only need to consider (13) that is equivalent to $1-\left\{\frac{n}{r_{1}}\right\}<\alpha$. It is easy to see that there exists $\frac{n}{2} \leq \frac{n}{r_{1}}<\left[\frac{n}{2}\right]+1$ satisfying the inequality, since $1-\left\{\frac{n}{r_{1}}\right\}$ runs through $\left(0, \frac{1}{2}\right)$ at least whenever $n$ is odd or even. This implies the following result:

$$
C(t) \lesssim \begin{cases}\langle t\rangle^{\frac{n}{2}}, & \alpha>\frac{1}{n+1}, 2 \nmid n \text { or } \alpha>\frac{2}{n+2}, 2 \mid n  \tag{16}\\ \langle t\rangle^{\frac{n}{2}+\eta}, & \text { otherwise }\end{cases}
$$

where

$$
\eta= \begin{cases}\frac{1}{2}-\alpha+, & 2 \nmid n \\ 1-\alpha+, & 2 \mid n\end{cases}
$$

As a result, $\frac{n}{r_{1}}, \frac{n}{r_{2}}$ can be restrained on $\frac{n}{2} \leq \frac{n}{r_{2}} \leq \frac{n}{r_{1}}<\left[\frac{n}{2}\right]+1$ and

$$
L=\left[\frac{n}{2}\right]+1 .
$$

Figure 1 To find the optimistic $\boldsymbol{\eta}$. Two solid lines are $y=x$ and $y=(1-\alpha)(x+\alpha)$, respectively, whose intersection point is $(1-\alpha, 1-\alpha)$. Note $x_{0}<\left[\frac{n}{2}\right]+1$ $-\alpha$. As is shown, we only need consider the grey domain.


As is illustrated by Figure 1, in domain I, (15) is reduced to (13), while in domain II, it is reduced to

$$
\left\{\begin{array}{l}
L(1-\alpha)<\frac{n}{r_{2}}  \tag{17}\\
L \in \mathbb{Z}>\frac{n}{r_{1}} \\
\frac{n}{2} \leq \frac{n}{r_{1}}, \frac{n}{r_{2}}<n
\end{array}\right.
$$

which implies $\frac{n}{r_{2}}>(1-\alpha)\left(\left[\frac{n}{r_{1}}\right]+1\right)$.
Noticing that $I_{1} \lesssim\langle t\rangle^{\frac{n}{2}}$, we will only focus on $I_{2}$, i.e. $r_{2}$. Figure 1 shows that the point $A\left(\left[\frac{n}{2}\right]+1-\alpha,(1-\alpha)\left(\left[\frac{n}{2}\right]+1\right)\right)$ is the optimal one. Now (16) can be modified as

$$
C(t) \lesssim \begin{cases}\langle t\rangle^{\frac{n}{2}}, & \alpha>\frac{1}{n+1}, 2 \nmid n \text { or } \alpha>\frac{2}{n+2}, 2 \left\lvert\, n\left(\text { esp. } \alpha>\frac{1}{2}\right)\right., \\ \langle t\rangle^{\frac{n}{2}+\eta}, & \text { otherwise }\end{cases}
$$

where

$$
\eta= \begin{cases}\frac{1}{2}-\frac{n+1}{2} \alpha+, & 2 \nmid n,  \tag{18}\\ 1-\frac{n+2}{2} \alpha+, & 2 \mid n,\end{cases}
$$

which is determined by the coordinates of point $A$.

Remark 3.1 If we take $\bar{t}=\langle t\rangle^{\beta}$ where $\frac{n}{2} \beta=\beta\left(\frac{n}{r_{2}}-L\right)+L, \beta>1$, then $\eta=\frac{n}{2}(\beta-1)$ can be smaller. Thus one can see

$$
\eta= \begin{cases}\frac{1}{2}-\frac{n+1}{2} \alpha, & 2 \nmid n, \\ 1-\frac{n+2}{2} \alpha, & 2 \mid n .\end{cases}
$$

Remark 3.2 We introduce another approach which is easier but less accurate. Applying Lemma 2.3, we have

$$
\left\|\phi(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathcal{F} L^{1}} \lesssim\langle t\rangle^{\frac{n}{r}}\left\||\xi|^{\alpha-L} \tilde{\phi}(\xi)\right\|_{r}^{\frac{n}{r^{L}}}
$$

where $1 \leq r \leq 2, r L>n, \tilde{\phi} \in C_{C}^{\infty}$. To ensure $|\xi|^{\alpha-L} \tilde{\phi}(\xi) \in L^{r}$, we choose $1 \leq r \leq 2$ satisfying

$$
\left\{\begin{array}{l}
r(L-\alpha)<n, \\
L=\left[\frac{n}{r}\right]+1,
\end{array} \quad \text { namely } \alpha>1-\left\{\frac{n}{r}\right\} .\right.
$$

Obviously there exists such $r$ and a real number $\eta:=\frac{n}{r}-\frac{n}{2}>\frac{1}{2}-\alpha$. Then

$$
\left\|\phi(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathcal{F} L^{1}} \lesssim\langle t\rangle^{\frac{n}{2}+\eta}, \quad 0 \leq \eta<1 .
$$

We still have $\eta=0$ when $\alpha>1-\left\{\frac{n}{2}\right\}$ as (16).
Remark 3.3 The inequality (9) is the key to the proof. Actually, given any multiplier $\partial^{\gamma} m(\xi, t)=H+R, m(\xi, t) \in L_{t}^{\infty} L_{\mathrm{loc}, \xi}^{2}$ satisfying

$$
\begin{equation*}
|H| \lesssim\langle t\rangle^{|\gamma|}|\xi|^{|\gamma|(\alpha-1)}, \quad|R| \lesssim\langle t\rangle^{|\gamma|-1}|\xi|^{\alpha-|\gamma|}, \quad \xi \text { is near } 0, \alpha>0 \tag{19}
\end{equation*}
$$

which yields $\left|D^{L} m(\xi, t)\right| \lesssim\langle t\rangle^{L}|\xi|^{\alpha-L}$, and we have the same result.

Remark 3.4 A simple example is $p(\xi)=|\xi|^{\alpha}$ (or $\langle\xi\rangle^{\alpha}$ ). It occurs in the wave equation $(\alpha=1)$ or the Schrödinger equation $(\alpha=2)$.

## 4 Near infinity

In this section we come to the infinite case with oscillatory integrals. The sharpness and the lower bound will be discussed in the second subsection.

### 4.1 Oscillatory integrals

By Lemma 2 in [25] (also see [14]), we have

$$
\left\|\psi_{k}(\xi) \mathrm{e}^{\mathrm{i} t|\xi|^{2}}\right\|_{\mathcal{F} L^{1}}=\left\|\psi(\xi) \mathrm{e}^{\mathrm{i} t|\xi|^{2}}\right\|_{\mathcal{F} L^{1}} .
$$

Thus we can state the classical result here that

$$
\left\|\mathrm{e}^{\mathrm{i} t|\xi|^{2}}\right\|_{\mathfrak{M}^{p}} \lesssim\langle t\rangle^{n\left|\frac{1}{2}-\frac{1}{p}\right|} .
$$

This technique makes a linear alteration of the phase without affecting the norm. More generally,

$$
\begin{equation*}
\left\|\psi_{k}(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathcal{F} L^{1}}=\left\|\psi(\xi) \mathrm{e}^{\mathrm{i} t q_{k}(\xi)}\right\|_{\mathcal{F} L^{1}}, \tag{20}
\end{equation*}
$$

where $q_{k}(\xi):=p(\xi+k)-p(k)-\nabla p(k) \cdot \xi$ and we have (see Lemma 3.3 in [25] and Lemma 2 in [14])

$$
\begin{equation*}
\left|\partial^{\gamma} q_{k}(\xi)\right| \lesssim|k|^{\alpha-2}, \quad \xi \in \operatorname{supp} \psi . \tag{21}
\end{equation*}
$$

Equations (21) and (9) imply that for large $k$ and $\alpha>1$

$$
\begin{equation*}
\left\|\psi_{k}(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathcal{F} L^{1}} \lesssim\langle t\rangle^{\frac{n}{2}}\left\||k|^{L(\alpha-2)} \tilde{\psi}(\xi)\right\|_{2}^{\frac{n}{2 L}} \lesssim\langle t\rangle^{\frac{n}{2}}|k|^{\frac{n}{2}(\alpha-2)} \tag{22}
\end{equation*}
$$

where $\tilde{\psi} \in C_{0}^{\infty}$ has the same support as $\psi$. Therefore, we have the following results.

Theorem 4.1 If $0<\alpha \leq 2$ with the assumption of Lemma 3.1, then

$$
\left\|\mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathfrak{M}^{p}} \lesssim\langle t\rangle^{(n+2 \eta)\left|\frac{1}{2}-\frac{1}{p}\right|}
$$

Proof It is true when $0<\alpha \leq 1$ obviously (consider (11) at infinity), while with (22) it holds in the case $1<\alpha \leq 2$.

Now it is sufficient to consider the case $\alpha>2$, for Theorem 4.1. Denote

$$
\begin{equation*}
J_{k}(x)=\mathcal{F}^{-1}\left(\psi_{k} \mathrm{e}^{\mathrm{i} t p(\xi)}\right) \sim \int_{\mathbb{R}^{n}} \mathrm{e}^{\mathrm{i} \Phi(\xi, x, t, k)} \psi(\xi) \mathrm{d} \xi, \tag{23}
\end{equation*}
$$

where $\Phi(\xi, x, t, k)=\operatorname{tp}(\xi+k)+x \cdot \xi$ and the implicative constant is unessential. Then $\left\|\psi_{k}(\xi) \mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathcal{F} L^{1}}=\left\|J_{k}\right\|_{L^{1}}$.
We need the following lemma, which is due to Littman $[29,30]$ but has been refined.
Lemma 4.1 Let $\psi \in C_{C}^{\infty}$ be supported in $\Omega$. If $p \in C^{\infty}$ and its Hessian matrix Hp is nonsingular in $\Omega$, then there exists a large a such that

$$
\int_{\mathbb{R}^{n}} \mathrm{e}^{\mathrm{i} \Phi(\xi, x)} \psi(\xi) \mathrm{d} \xi \lesssim\langle\operatorname{det} H p\rangle^{-\frac{1}{2}}\left(1+\frac{|x|}{\langle\nabla p\rangle}\right)^{-a}
$$

where $\Phi(\xi, x)=p(\xi)+x \cdot \xi$.

One also can get it with oscillatory integrals [31] considering the two cases $|x| \sim|\nabla p|$ and $|x| \nsim|\nabla p|$ separatively. Strictly speaking, it should be ensured that $\langle\operatorname{det} H p\rangle \lesssim\langle\nabla p\rangle$ for the inequality holds, and it indeed does in this context.
$\Phi_{k}(\xi, x, t)=t q_{k}(\xi)+x \cdot \xi$ does not have any critical point out of the domain $|x| \sim t|k|^{\alpha-2}$ where $q_{k}(\xi):=p(\xi+k)-p(k)-\nabla p(k) \cdot \xi$ defined as (20). With the classical argument of oscillatory integrals (see [31]) and replacing $p$ with $t q_{k}$ in Lemma 4.1, we have for $|k| \geq 1$

$$
\begin{align*}
\left\|\mathrm{e}^{\mathrm{i} t p(\xi)} \psi_{k}(\xi)\right\|_{\mathcal{F} L^{1}} & =\left\|\mathrm{e}^{\mathrm{i} t q_{k}(\xi)} \psi(\xi)\right\|_{\mathscr{F} L^{1}} \\
& \sim \int_{|x| \sim t|k|^{\alpha-2}} \mathrm{~d} x\left|\int_{\mathbb{R}^{n}} \mathrm{e}^{\mathrm{i} \Phi_{k}(\xi, x, t)} \psi(\xi) \mathrm{d} \xi\right| \\
& \lesssim\langle t\rangle^{\frac{n}{2}}|k|^{\frac{n}{2}(\alpha-2)}, \tag{24}
\end{align*}
$$

where $p$ satisfies, additionally to the assumptions of Lemma 3.1, $\left|D^{2} p(\xi)\right| \sim|\xi|^{\alpha-2}$, and the Hessian matrix $H p$ is nonsingular on $\mathbb{R}^{n} \backslash\{0\}$. The last assumption yields

$$
\left|\operatorname{det} H q_{k}(\xi)\right| \sim\left|D^{2} q_{k}(\xi)\right| \sim\left|\nabla q_{k}(\xi)\right| \sim|k|^{\alpha-2}, \quad|\xi| \sim|k| .
$$

We have the following.
Theorem 4.2 If $p(\xi)$ from Lemma 3.1 satisfies $\left|D^{2} p(\xi)\right| \sim|\xi|^{\alpha-2}$ and the Hessian matrix Hp is nonsingular on $\mathbb{R}^{n} \backslash\{0\}$, then

$$
\left\|\mathrm{e}^{\mathrm{i} p(\xi)}\right\|_{\mathfrak{M}^{s, p}} \lesssim\langle t\rangle^{(n+2 \eta)\left|\frac{1}{2}-\frac{1}{p}\right|},
$$

where $s=\left\{\begin{array}{ll}0, & 0<\alpha \leq 2, \\ (2-\alpha) n \left\lvert\, \frac{1}{2}-\frac{1}{p}\right., & \alpha>2,\end{array}\right.$ and $\eta$ is the same as in Lemma 3.1.

Proof The discussion above shows that for large $k$

$$
\left\|\psi_{k} \mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathcal{M}^{p}} \lesssim\langle t\rangle^{\eta \left\lvert\, \frac{1}{2}-\frac{1}{p}\right.}|k|^{-s}
$$

Then we combine this estimate with Lemma 3.1 to complete the proof.
Remark 4.1 An example for such $p(\xi) \in C^{L}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ is the homogeneous function of degree $\alpha$.

### 4.2 Sharpness and lower bound

The multiplier will lose a regularity $s=(2-\alpha) n\left|\frac{1}{2}-\frac{1}{p}\right|$ when $\alpha>2$ in Theorem 4.2. To show an easy proof of the sharpness, we employ a lemma implicit in [25] as the key of the argument. In particular, we only need to estimate the upper bound of $\|\cdot\|_{\mathcal{F} L^{\infty}}$ to get the lower bound of $\|\cdot\|_{\mathcal{F} L^{1}}$.

Lemma 4.2

$$
\left\|\psi_{k} m\right\|_{\mathcal{F} L^{1}}\left\|\psi_{k} m\right\|_{\mathscr{F} L^{\infty}} \geq C(\psi)>0
$$

where $m$ is any Fourier multiplier whose inverse is $m^{-1}(\xi, t)=\overline{m(\xi, t)}$.
Proof Notice that $\mathcal{F} L^{1} \hookrightarrow \mathcal{M}^{p}, \mathcal{F} L^{\infty} \hookrightarrow \mathcal{M}^{p, p^{\prime}}, 1 \leq p<2$. With the interpolation theorems, we have

$$
\begin{aligned}
\left\|\psi_{k} m\right\|_{\mathcal{F} L^{1}}\left\|\psi_{k} m\right\|_{\mathcal{F} L^{\infty}} & \gtrsim\left\|\psi_{k} m^{-1}\right\|_{\mathcal{M}^{p, p}}^{\frac{1}{\theta}}\left\|\psi_{k} m\right\|_{\mathcal{M}^{p, p^{\prime}}}^{\frac{1}{\theta}} \\
& \gtrsim\left\|\psi_{k}^{2}\right\|_{\mathcal{M}^{p, p^{\prime}}}^{\frac{1}{\theta}} \\
& =C(\psi)
\end{aligned}
$$

where $\theta=2\left(\frac{1}{p}-\frac{1}{2}\right), 1 \leq p<2$ and $C(\psi)$ does not depend on $k$ or $t$.
On the other hand,

$$
\begin{equation*}
\left\|\psi_{k} \mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathcal{F} L^{\infty}} \lesssim|t|^{-\frac{n}{2}}|k|^{\frac{n}{2}(2-\alpha)} \tag{25}
\end{equation*}
$$

for Lemma 4.1. We obtain

$$
\begin{equation*}
\left\|\psi_{k} \mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathcal{F} L^{1}} \sim\langle t\rangle^{\frac{n}{2}}|k|^{\frac{n}{2}(\alpha-2)} \tag{26}
\end{equation*}
$$

where $p(\xi)$ is a function as in Theorem 4.2. Equation (26) implies the sharpness of $s$ in the case $\alpha>2$. Replacing $\mathcal{F} L^{1}$ with $\mathcal{M}^{p}$ in Lemma 4.2, we get the lower bound

$$
\left\|\psi_{k} \mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathcal{M}^{p}} \gtrsim\left(\langle t\rangle^{n}|k|^{n(\alpha-2)}\right)^{\left|\frac{1}{2}-\frac{1}{p}\right|}
$$

which yields

$$
\begin{equation*}
\left\|\mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathfrak{M}^{s}, p} \gtrsim\langle t\rangle^{n\left|\frac{1}{2}-\frac{1}{p}\right|} \tag{27}
\end{equation*}
$$

When $\alpha=2$, we have $\left\|\mathrm{e}^{\mathrm{itp}(\xi)}\right\|_{\mathfrak{M}^{p}} \sim\langle t\rangle^{\eta\left|\frac{1}{2}-\frac{1}{p}\right|}$. However, (27) will not be applied to the Cauchy problem.

Remark 4.2 Reference [25] provided an alternative method for the sharpness argument. It can be summarised in the following steps:
(i) establish the identity $m(D) U_{\lambda}=U_{\lambda} m(\lambda D)$ or $m(\lambda D)=U_{\frac{1}{\lambda}} m(D) U_{\lambda}$,
(ii) calculate $\|m(\lambda D)\| \lesssim \lambda^{s^{\prime}}$ with the identity for $s^{\prime}>0$,
(iii) estimate $\|m(\lambda D)\| \gtrsim \lambda^{s}$ with oscillatory integrals,
where $U_{\lambda} f(x)=f(\lambda x)$. Combining the results listed above, we conclude $s \leq s^{\prime}$. Notice that the dilation properties of modulation spaces are employed in the step (ii). Generally, it is advocated to find a one-parameter group $\rho(\lambda)$ acting on multipliers so that

$$
\lambda^{s} \lesssim\|(\rho(\lambda) m)(D)\| \lesssim \lambda^{s^{\prime}} .
$$

Remark 4.3 (25) is also the key to get the Strichartz estimates since $\mathcal{F} L^{\infty} \hookrightarrow \mathcal{M}^{p, p^{\prime}}$.

## 5 Application to Cauchy problem

Theorem 4.2 provides the time-space estimate [32] for the linear dispersive equations, namely

$$
\|u(t)\|_{M_{p, q}^{s}} \lesssim C(t)\left\|u_{0}\right\|_{M_{p, q}},
$$

where $u(t)=\mathrm{e}^{\mathrm{i} t p(D)} u_{0}$ and $C(t)$ is estimated by Theorem 4.2. When $s=0,\left\{\mathrm{e}^{\mathrm{i} t p(D)}\right\}$ forms a $C_{0}$ semigroup named the dispersive semigroup.
Now we consider the Cauchy problem for the nonlinear dispersive equation,

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u-p(D) u+F(u)=0  \tag{28}\\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

where the complex variable function $F(u)=\lambda|u|^{2 k} u$. If the initial condition is $u\left(t_{0}, x\right)=$ $u_{0}(x)$, we have $u(t, x)=v\left(t-t_{0}, x\right)$ where $v$ is the solution to (28). The Cauchy problem can be written in an equivalent integral form,

$$
u(t)=\mathrm{e}^{\mathrm{i} t p(D)} u_{0}-i \int_{0}^{t} \mathrm{e}^{\mathrm{i}(t-\tau) p(D)} F(u(\tau)) \mathrm{d} \tau
$$

In this section, we shall apply the estimate of the multipliers into the local well-posedness of the equation on the modulation spaces. Define two operators on $X=C\left([0, T], M_{p, 1}^{s}\right)$ :

$$
\begin{aligned}
& \mathcal{T} u:=\mathrm{e}^{\mathrm{i} t p(D)} u_{0}-i \int_{0}^{t} \mathrm{e}^{\mathrm{i}(t-\tau) p(D)} F(u(\tau)) \mathrm{d} \tau, \\
& \mathcal{A} u:=\int_{0}^{t} \mathrm{e}^{\mathrm{i}(t-\tau) p(D)} F(u(\tau)) \mathrm{d} \tau .
\end{aligned}
$$

Assuming $\alpha \leq 2$, we immediately have

$$
\begin{aligned}
& \|\mathcal{T} u\|_{X} \leq C(T)\left(\left\|u_{0}\right\|_{M_{p, 1}^{s}}+T\|F(u)\|_{X}\right), \\
& \|\mathcal{T} u-\mathcal{T} v\|_{X} \leq C(T) T\|F(u)-F(v)\|_{X},
\end{aligned}
$$

where $C(t) \sim\left\|\mathrm{e}^{\mathrm{i} t p(\xi)}\right\|_{\mathfrak{M}^{p}}$. Restrained to the ball $B_{R}=\left\{\|u\|_{X} \leq R\right\}$,

$$
\left\{\begin{array}{l}
\|\mathcal{T} u\|_{X} \leq C(T)\left(\left\|u_{0}\right\|_{M_{p, 1}^{s}}+T R^{2 k+1}\right),  \tag{29}\\
\|\mathcal{T} u-\mathcal{T} v\|_{X} \leq C(T) T R^{2 k}\|u-v\|_{X} .
\end{array}\right.
$$

With (29), we obtain a quantitative form of the local well-posedness for (28) (see [17]).

Corollary 5.1 Assume $p$ is the same as in Theorem 4.2 and $0<\alpha \leq 2$. If

$$
\begin{equation*}
\left\|u_{0}\right\|_{M_{p, 1}^{s}} \leq C\langle T\rangle^{-(n+2 \eta)\left|\frac{1}{2}-\frac{1}{p}\right|\left(1+\frac{1}{2 k}\right)-\frac{1}{2 k}} \tag{30}
\end{equation*}
$$

then (28) has a unique solution $u \in C\left([0, T], M_{p, 1}^{s}\right)$ where the constant $C$ depends on $k$ and $n$.

Proof For (29), $\mathcal{T}$ is a contraction mapping on $B_{R}$, if $R$ satisfies

$$
\left\{\begin{array}{l}
C(T)\left(\left\|u_{0}\right\|_{M_{p, 1}^{s}}+T R^{2 k+1}\right) \leq R \\
C(T) T R^{2 k} \leq \frac{1}{2}
\end{array}\right.
$$

Now (30) suffices for the previous two inequalities to hold.

Remark 5.1 The assumption $\alpha \leq 2$ is indispensable for Theorem 4.2 (see [25]). $F(u)$ can be chosen as $\mathrm{e}^{\rho|u|^{2 k}} u$. Then $R^{2 k}$ will be replaced with $\mathrm{e}^{\rho R^{2 k}}$ in (29). The key point is that $F$ has Lipschitz type property. Note that $\eta=0$ when $\alpha>\frac{1}{2}$ as is shown in the literature.

Remark 5.2 The results can be generalised to $\alpha$-modulation spaces analogically where one should consider the so-called $\alpha$-covering rather than the uniform decomposition. See [33] for the basic concepts.

Remark 5.3 Our method can also be applied in the estimate of the multipliers on Hardy type modulation spaces where we shall use $\mathcal{F} L^{p}, 0<p<1$ rather than $\mathcal{F} L^{1}$. First of all, one should return to Remark 2.1, then use Nikol'skij-Triebel's inequality (see Lemma 14 in [16]), say $\mathcal{F} L^{p} \hookrightarrow \mathcal{M}^{p, p}$. Then one employs the following Bernstein type theorem: if integer $L>n\left(\frac{1}{p}+\frac{1}{r}-1\right)$, then

$$
\|f\|_{\mathcal{F} L^{p}} \lesssim\|f\|_{L^{q}}^{1-\theta}\|f\|_{\dot{H}^{L, r}}^{\theta}
$$

where $\theta=\frac{n(1 / p+1 / q-1)}{L+n(1 / q-1 / r)}, \frac{1}{2} \vee\left(1-\frac{1}{p}\right) \leq \frac{1}{r}, \frac{1}{q} \leq 1$. In the particular case when $q=r$,

$$
\|f\|_{\mathcal{F} L^{1}} \lesssim\|f\|_{L^{r}}^{1-\frac{n}{L}\left(\frac{1}{p}+\frac{1}{r}-1\right)}\|f\|_{\dot{\dot{H}} L, r}^{\frac{n}{L r}}, \quad \frac{1}{2} \vee\left(1-\frac{1}{p}\right) \leq \frac{1}{r}, \frac{1}{q} \leq 1 .
$$

Once again, it leads to the partial derivatives of multipliers.
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