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#### Abstract

Robust optimization is an effective method for dealing with the optimization problems under uncertainty. When there is uncertainty in the lower level optimization problem of a bilevel programming, it can be formulated by a robust optimization method as a bilevel programming problem with lower level second-order cone program (SOCBLP). In this paper, we present the mathematical models of the SOCBLP, and we give some basic concepts, such as constraint region, inducible region, and optimal solution. It is illustrated that the SOCBLP is generally a nonconvex and nondifferentiable optimization problem, whose feasible set may be not connected in some cases and the constraint region is generally not polyhedral. Finally under suitable conditions we propose the optimality conditions for several models of the SOCBLP in the optimistic case.
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## 1 Introduction

Bilevel programming (BLP) problems are hierarchical ones-optimization problems having a second (parametric) optimization problem as part of their constraints [1, 2]. Secondorder cone programming (SOCP) problems are convex optimization problems in which a linear function is minimized over the intersection of an affine linear manifold with the Cartesian product of second-order cones [3-6]. In the development of mathematical programming, linear programming (LP) is extended to second-order cone programming (SOCP), linear complementarity problems (LCP) and nonlinear complementarity problems (NLCP) [7] are extended to second-order cone complementarity problems (SOCCP) [8], and mathematical programming with complementarity constraints (MPCC) [9] is extended to mathematical programming with second-order cone complementarity constraints (SOCMPCC) [10]. However, there have been rare works about extending BLP to bilevel programming with lower level second-order cone program (SOCBLP).

In real world, we often face uncertainty. Uncertainty makes the optimal solution of the deterministic BLP become feasible but not optimal, or infeasible. Robust optimization is an effective method for dealing with the optimization problems under uncertainty. When there is uncertainty in the lower level optimization problem of a bilevel programming [1], it can be formulated by a robust optimization method as a bilevel programming problem having second-order cone programming [2] as its lower level problem, i.e., a bilevel programming problem with lower level second-order cone programs (SOCBLP).

In spite of its significance, there have been rare works to deal with SOCBLP or related problems. In 2007, Ejiri [11] reformulates a nonlinear SOCBLP as a mathematical program with second-order cone complementarity constraints (SOCMPCC), and he proposes a smoothing method which has the global convergence property to a Clarke- (C-) stationary point of the SOCMPCC under suitable assumptions. In 2011, Yan and Fukushima [12] extend the results and the smoothing method to mathematical programming with symmetric cone complementarity constraints. Jiang [13] studies the optimality conditions for optimization problems with second-order cone equilibrium constraints, the Aubin property of the second-order cone complementarity set and the smoothing methods for solving inverse linear programming problems and inverse linear second-order cone programming problems. Wu et al. [14] study the necessary optimality conditions and the second-order sufficient conditions, and they present a smoothing method for mathematical programs governed by second-order cone constrained generalized equations. Ding et al. [15] derive explicit expressions for the strong-, Mordukhovich-, and Clarke- (S-, M- and C-) stationary conditions and give constraint qualifications under which a local solution of mathematical programs with semidefinite cone complementarity constraints is a S-, Mand C-stationary point. Zhang et al. [10] first introduce B-stationary, C-stationary, Mstationary, S-stationary point, SOCMPCC-linear independence constraint qualification, second-order cone upper level strict complementarity condition at a feasible point of a SOCMPCC problem and discuss the convergence properties of a smoothing approach for solving SOCMPCCs.
In this paper, we consider bilevel programming problems with lower level second-order cone programs (SOCBLP). For $x \in X \subseteq R^{n}, y \in Y \subseteq R^{m}, F: X \times Y \rightarrow R^{1}$ and $f: X \times Y \rightarrow R^{1}$, the SOCBLP problem is given by

$$
\begin{gather*}
\min _{x \in X} \text { " } F(x, y)=c_{1}^{T} x+d_{1}^{T} y \\
\text { s.t. } A_{1} x+B_{1} y \leq b_{1}, \\
\min _{y \in Y} f(x, y)=c_{2}^{T} x+d_{2}^{T} y  \tag{1}\\
\text { s.t. } A_{2} x+B_{2} y \leq b_{2}, \\
y \in K^{m},
\end{gather*}
$$

where $c_{1}, c_{2} \in R^{n}, d_{1}, d_{2} \in R^{m}, b_{1} \in R^{p}, b_{2} \in R^{q}, A_{1} \in R^{p \times n}, B_{1} \in R^{p \times m}, A_{2} \in R^{q \times n}$, and $B_{2} \in$ $R^{q \times m}$. Here

$$
K^{m}=K_{m_{1}} \times K_{m_{2}} \times \cdots \times K_{m_{r}},
$$

with $m=m_{1}+m_{2}+\cdots+m_{r}$ is the Cartesian product of second-order cones. $K_{m_{j}}, j=$ $1,2, \ldots, r$ is the second-order cone (SOC) of dimension $m_{j}$ defined by

$$
K_{m_{j}}:=\left\{y^{j}=\left(y_{0}^{j} ; \bar{y}^{j}\right) \in R \times R^{m_{j}-1}: y_{0}^{j}-\left\|\bar{y}^{j}\right\| \geq 0\right\},
$$

where $\|\cdot\|$ refers to the Euclidean norm. Then the interior and boundary of the SOC $K_{m_{j}}$, $j=1,2, \ldots, r$, can be defined as

$$
\begin{aligned}
& \operatorname{int} K_{m_{j}}:=\left\{y^{j}=\left(y_{0}^{j} ; \bar{y}^{j}\right) \in R \times R^{m_{j}-1}: y_{0}^{j}-\left\|\bar{y}^{j}\right\|>0\right\}, \\
& \operatorname{bd} K_{m_{j}}:=\left\{y^{j}=\left(y_{0}^{j} ; \bar{y}^{j}\right) \in R \times R^{m_{j}-1}: y_{0}^{j}-\left\|\bar{y}^{j}\right\|=0\right\} .
\end{aligned}
$$

Thus it is easy to verify that the SOC $K_{m_{j}}$ is self-dual, that is,

$$
K_{m_{j}}=K_{m_{j}}^{*}:=\left\{v^{j} \in R^{m_{j}}: v^{j T} y^{j} \geq 0, \forall y^{j} \in K_{m_{j}}\right\} .
$$

Obviously, if $m_{1}=m_{2}=\cdots=m_{r}=1$, we have $K^{m}=R_{+}^{m}$ and therefore the SOCBLP problem (1) becomes the classical linear bilevel programming problem (BLP) in [1].

Remark The formulation of the SOCBLP (1) with the quotation marks is used to express the uncertainty in case of non-uniquely determined lower level optimal solutions.

In this paper, we aim to establish the mathematical models of the SOCBLP, study the characteristics of the feasible set, and we propose the optimality conditions of the SOCBLP problems in the optimistic case.
The organization of this paper is as follows. In Section 2, we review some preliminaries including the Euclidean Jordan algebra and the generalized differential calculus of Mordukhovich. We give some basic concepts and illustrate the characteristics of the SOCBLP in Section 3. The constraint qualification and optimality condition for the SOCBLP are studied in Section 4. The optimality conditions for the several models of the SOCBLP in the optimistic case are proposed in Section 5. Finally some conclusions are given in Section 6.

## 2 Preliminaries

First, we introduce the spectral factorization of vectors in $R^{m}$ associated with the SOC $K_{m}$, which is an important character of Jordan algebra [16].
For any $z=\left(z_{0} ; \bar{z}\right) \in R \times R^{m-1}$, its spectral factorization [16] is defined as

$$
z=\lambda_{1}(z) c_{1}(z)+\lambda_{2}(z) c_{2}(z) .
$$

Here $\lambda_{1}(z), \lambda_{2}(z)$ are the spectral values given by

$$
\lambda_{i}(z)=z_{0}+(-1)^{i}\|\bar{z}\|, \quad i=1,2,
$$

and $c_{1}(z), c_{2}(z)$ are the associated spectral vectors given by

$$
c_{i}(z)=\left\{\begin{array}{ll}
\frac{1}{2}\left(1 ;(-1)^{i} \frac{\bar{z}}{\|\bar{z}\|}\right), & \text { if } \bar{z} \neq 0, \\
\frac{1}{2}\left(1 ;(-1)^{i} \omega\right), & \text { otherwise },
\end{array} \quad i=1,2\right.
$$

with $\omega \in R^{m-1}$ being any vector satisfying $\|\omega\|=1$.

Lemma 2.1 [3] Suppose that $y \in K^{m}$ and $u \in K^{m}$ with $K^{m}=K_{m_{1}} \times K_{m_{2}} \times \cdots \times K_{m_{r}}$ satisfies $y \circ u=0$. Then for all $j=1,2, \ldots, r$, either (i) $y^{j}=0$; or (ii) $u^{j}=0$; or (iii) there exists $\sigma_{j}>0$ such that $y^{j}=\sigma_{j}\left(u_{0}^{j} ;-\bar{u}^{j}\right)$.

Let $\Pi_{K_{m}}(z)$ be the metric projection of $z$ onto the $\operatorname{SOC} K_{m}$ and $s_{+}:=\max \{0, s\}, s_{-}:=$ $\min \{0, s\}$ for any $s \in R$. Then

$$
\Pi_{K_{m}}(z)=\left(\lambda_{1}(z)\right)_{+} c_{1}(z)+\left(\lambda_{2}(z)\right)_{+} c_{2}(z) .
$$

Now, we introduce some notions of the generalized differential calculus of Mordukhovich [17].

Give a closed set $A \subseteq R^{n}$ and a point $\bar{x} \in A$, we denote by $\widehat{N}_{A}(\bar{x})$ the Fréchet (regular) normal cone to $A$ at $\bar{x}$, defined by

$$
\widehat{N}_{A}(\bar{x}):=\left\{x^{*} \in R^{n} \left\lvert\, \limsup _{\substack{A \\ x}} \frac{\left\langle x^{*}, x-\bar{x}\right\rangle}{\|x-\bar{x}\|} \leq 0\right.\right\} .
$$

The limiting (Mordukhovich) normal cone to $A$ at $\bar{x}$, denoted $N_{A}(\bar{x})$, is defined by

$$
N_{A}(\bar{x}):=\underset{x_{\rightarrow}^{A} \bar{x}}{\lim } \sup _{A} \widehat{N}_{A}(x),
$$

where 'limsup' is the Painlevé-Kuratowski outer limit of sets [18]. If $A$ is convex, then $N_{A}(\bar{x})=\widehat{N}_{A}(\bar{x})$ amounts to the classic normal cone in the sense of convex analysis.
Let $S: R^{n} \rightrightarrows R^{m}$ be a multifunction with its graph, denoted by gph $S:=\left\{(x, y) \in R^{n} \times\right.$ $\left.R^{m} \mid y \in S(x)\right\}$, being closed and $(\bar{a}, \bar{b}) \in \operatorname{gph} S$. The multifunction $D^{*} S(\bar{a}, \bar{b}): R^{m} \rightrightarrows R^{n}$, defined by

$$
D^{*} S(\bar{a}, \bar{b})(v):=\left\{w \in R^{n} \mid(w,-v) \in N_{\mathrm{gph} S}(\bar{a}, \bar{b})\right\}
$$

is called limiting (Mordukhovich) coderivative of $S$ at ( $\bar{a}, \bar{b}$ ) [17]. If $S$ happens to be singlevalued, we usually write $D^{*} S(\bar{a})$. If $S$ is continuously differentiable, then $D^{*} S(\bar{a})$ amounts to the adjoint Jacobian of $S$ at $\bar{a}$.

Lemma 2.2 [19, 20] Suppose that $u \in R^{m}$ and $z=\left(z_{0} ; \bar{z}\right) \in R^{m}$ satisfies either (i) $z_{0}>\|\bar{z}\|$; or (ii) $-z_{0}>\|\bar{z}\|$; or (iii) $\left|z_{0}\right|<\|\bar{z}\|$. Then $\Pi_{K_{m}}(\cdot)$ is a continuously differentiable function in a neighborhood of $z$, and

$$
D^{*} \Pi_{K_{m}}(z)(u)=\left\{J \Pi_{K_{m}}(z) u\right\} .
$$

## Moreover, we have

(1) if $z_{0}>\|\bar{z}\|$, we have $J \Pi_{K_{m}}(z)=I_{m}$;
(2) if $-z_{0}>\|\bar{z}\|$, we have $J \Pi_{K_{m}}(z)=0$;
(3) if $\left|z_{0}\right|<\|\bar{z}\|$, we have

$$
J \Pi_{K_{m}}(z)=\frac{1}{2}\left(\begin{array}{cc}
1 & \frac{\bar{z}^{T}}{\|\bar{z}\|} \\
\frac{\bar{z}}{\|\bar{z}\|} & I_{m-1}+\frac{z_{0}}{\|\bar{z}\|} I_{m-1}-\frac{z_{0}}{\|\bar{z}\|} \frac{\bar{z} \bar{z}^{T}}{\| \|^{2}}
\end{array}\right) .
$$

For any $u=\left(u_{0} ; \bar{u}\right) \in R \times R^{m-1}$ with $\|\bar{u}\| \neq 0$, the matrix-valued mapping $P(u)$ is defined by

$$
P(u)=\frac{1}{2}\left(\begin{array}{cc}
1 & \frac{\bar{u}^{T}}{\|\bar{u}\|} \\
\frac{\bar{u}}{\|\bar{u}\|} & I_{m-1}+\frac{u_{0}}{\|\bar{u}\|} I_{m-1}-\frac{u_{0}}{\|\bar{u}\|} \bar{u}^{T} \bar{u}^{T} \|^{2}
\end{array}\right) .
$$

Then we obtain the following property of the matrix $P(u)$.

Lemma 2.3 For any $u=\left(u_{0} ; \bar{u}\right) \in R \times R^{m-1}$ with $\|\bar{u}\| \neq 0$, the matrix $P(u)$ is nonsingular and $P(u)-I$ is singular.

Proof It is not difficult to show the results hold by direct calculations.

## 3 Concepts and characteristics of feasible set

In this section, we give some basic concepts of the SOCBLP, such as constraint region, inducible region, and optimal solution. Then it is illustrated that the SOCBLP is generally a nonconvex and nondifferentiable optimization problem, whose feasible set may be not connected in some cases and the constraint region is generally not polyhedral for $m \geq 3$.

### 3.1 Basic concepts

## Definition 3.1

(1) Constraint region of the SOCBLP problem:

$$
S=\left\{(x, y): x \in X, y \in Y, A_{1} x+B_{1} y \leq b_{1}, A_{2} x+B_{2} y \leq b_{2}, y \in K^{m}\right\} .
$$

(2) Feasible set for the follower for each fixed $x \in X$ :

$$
S(x)=\left\{y \in Y: B_{2} y \leq b_{2}-A_{2} x, y \in K^{m}\right\} .
$$

(3) Projection of $S$ onto the leader's decision space:

$$
S(X)=\left\{x \in X: \exists y \in Y, A_{1} x+B_{1} y \leq b_{1}, A_{2} x+B_{2} y \leq b_{2}, y \in K^{m}\right\} .
$$

(4) Follower's rational reaction set for $x \in S(X)$ :

$$
P(x)=\{y \in Y: y \in \operatorname{Argmin}[f(x, \hat{y}): \hat{y} \in S(x)]\},
$$

where $\operatorname{Argmin}[f(x, \hat{y}): \hat{y} \in S(x)]=\{y \in S(x): f(x, y) \leq f(x, \hat{y}), \forall \hat{y} \in S(x)\}$.
(5) Inducible region:

$$
I R=\{(x, y):(x, y) \in S, y \in P(x)\} .
$$

For simplicity, unless specified we make the following assumptions throughout this paper.

## Assumption 3.1

(1) $S$ is nonempty and compact.
(2) For decisions taken by the leader, the follower has some room to respond, i.e., $P(x) \neq \emptyset$.
(3) The feasible set (i.e., inducible region $I R$ ) of the SOCBLP is connected.

The rational reaction set $P(x)$ defines the response, while the inducible region $I R$ represents the set over which the leader may optimize his objective. Thus the SOCBLP problem (1) can be written as

$$
\min \{F(x, y):(x, y) \in I R\}
$$

Definition 3.2 A feasible point $\left(x^{*}, y^{*}\right)$ to the SOCBLP problem (1) is a local optimal solution provided that there exists $\varepsilon>0$ such that

$$
F\left(x^{*}, y^{*}\right) \leq F(x, y), \quad \forall(x, y) \in I R \text { and }\left\|(x, y)-\left(x^{*}, y^{*}\right)\right\|<\varepsilon
$$

A local optimal solution is a global one, if $\varepsilon$ can be chosen arbitrarily large.

When the lower level problem has more than one solution, the leader has no knowledge about the real choice of the follower. He will be hard to evaluate his objective function value before he is aware of the follower's real choice. In this paper, we assume that the leader is able to influence the follower to select in each case the solution of the lower level problem which is the best one for the leader. This results in the optimistic SOCBLP problem:

$$
\begin{gather*}
\min _{x \in X, y \in Y} F(x, y)=c_{1}^{T} x+d_{1}^{T} y \\
\text { s.t. } A_{1} x+B_{1} y \leq b_{1}  \tag{2}\\
y \in \Psi_{L}(x)
\end{gather*}
$$

where $\Psi_{L}(x):=\operatorname{Argmin}_{y \in Y}\left\{f(x, y)=c_{2}^{T} x+d_{2}^{T} y: A_{2} x+B_{2} y \leq b_{2}, y \in K^{m}\right\}$. Unless specified, we assume that $X=R^{n}, Y=R^{m}$ in the following analysis.

### 3.2 Characteristics of feasible set

It is well known that the BLP problem is usually nonconvex, nondifferentiable and its feasible set may be not connected in some cases. To detect if these are valid in SOCBLP, we discuss the characteristics of the feasible set of SOCBLP in this subsection.

Example 3.1 Consider the following SOCBLP problem with $x \in R^{1}, y \in R^{2}, X=\{x \mid x \geq 0\}$ and $Y=\left\{y=\left(y_{1}, y_{2}\right) \mid y \geq 0\right\}$ :

$$
\begin{gathered}
\min _{x \in X} " F(x, y)=x+3\left(y_{1}-y_{2}\right) \\
\text { s.t. } 2 \leq x \leq 6, \\
\min _{y \in Y} f(x, y)=-\left(y_{1}-y_{2}\right) \\
\text { s.t. } x+\left(y_{1}-y_{2}\right) \leq 8, \\
x+4\left(y_{1}-y_{2}\right) \geq 8, \\
x+2\left(y_{1}-y_{2}\right) \leq 12, \\
y \in K_{2} .
\end{gathered}
$$

Figure 1 illustrates the feasible set of this example. The optimal solution of the lower level problem is

$$
y_{1}(x)-y_{2}(x)= \begin{cases}6-0.5 x, & \text { if } 2 \leq x \leq 4 \\ 8-x, & \text { if } 4 \leq x \leq 6\end{cases}
$$



Figure 1 The SOCBLP problem with nonconvex feasible set. The optimal solution of the lower level problem of Example 3.1 is $y_{1}(x)-y_{2}(x)=6-0.5 x$ if $2 \leq x \leq 4$, and $y_{1}(x)-y_{2}(x)=8-x$ if $4 \leq x \leq 6$, with $y_{2}(x) \geq 0$ The global optimal solutions are found at the points $D=\left\{(x, y) \in R_{+} \times R^{2}: x=6, y_{1}-y_{2}=2, y_{2} \geq 0\right\}$, which are depicted by the thick line in Figure 1, with an optimal function value of 12. It is shown by Figure 1 that, even in the simple case of functions, SOCBLP is a nonconvex and nondifferentiable optimization problem. Thus, it is possible that there exist local optimal solutions or stationary solutions for the SOCBLP. Furthermore, the optimal solutions of the lower level problem may be not unique in some cases.
with $y_{2}(x) \geq 0$. On this set, the upper level objective function is to be minimized:

$$
F(x, y(x))= \begin{cases}18-0.5 x, & \text { if } 2 \leq x \leq 4 \\ 24-2 x, & \text { if } 4 \leq x \leq 6\end{cases}
$$

The global optimal solutions are found at the points

$$
D=\left\{(x, y) \in R_{+} \times R^{2}: x=6, y_{1}-y_{2}=2, y_{2} \geq 0\right\}
$$

which are depicted by the thick line in Figure 1, with an optimal function value of 12.

From Example 3.1, even in its simple case of functions, SOCBLP is a nonconvex and nondifferentiable optimization problem. Thus, it is possible that there exist local optimal solutions or stationary solutions for SOCBLPs. Furthermore, the optimal solutions of the lower level problem may be not unique in some cases.

Example 3.2 Consider the following SOCBLP problem with $x \in R^{1}, y \in R^{2}, X=\{x \mid x \geq 0\}$ and $Y=\left\{y=\left(y_{1}, y_{2}\right) \mid y_{1} \geq 0, y_{2} \leq 0\right\}$ :

$$
\begin{gathered}
\text { "min" } F(x, y)=x+2\left(y_{1}+y_{2}\right) \\
\text { s.t. } 0 \leq x \leq 6, \\
y_{1}+y_{2} \leq 3,
\end{gathered}
$$

$$
\begin{aligned}
& \min _{y \in Y} f(x, y)=-\left(y_{1}+y_{2}\right) \\
& \text { s.t. } x+\left(y_{1}+y_{2}\right) \leq 8, \\
& x+3\left(y_{1}+y_{2}\right) \geq 8, \\
& -x+\left(y_{1}+y_{2}\right) \leq 0, \\
& y \in K_{2} .
\end{aligned}
$$

The optimal solution of the lower level problem is

$$
y_{1}(x)+y_{2}(x)= \begin{cases}x, & \text { if } 2 \leq x \leq 4 \\ 8-x, & \text { if } 4 \leq x \leq 6\end{cases}
$$

with $y_{2}(x) \leq 0$. However, only for $x \in[2,3] \cup[5,6]$ the upper level constraint $y_{1}+y_{2} \leq 3$ holds, and therefore the feasible set is not connected, which is depicted in Figure 2. Hence the global optimal solutions are found at

$$
D=\left\{(x, y) \in R_{+} \times R^{2}: x=2, y_{1}+y_{2}=2, y_{2} \leq 0\right\}
$$

which are the points on the thick line in Figure 2, with an optimal function value of 6.
It should be noted that if the inequality $y_{1}+y_{2} \leq 3$ is moved into the lower level problem, the feasible set of the SOCBLP is again connected, and it is equal to all the points $(x, y(x))$


Figure 2 The SOCBLP problem with disconnected feasible set. The optimal solution of the lower level problem of Example 3.2 is $y_{1}(x)+y_{2}(x)=x$ if $2 \leq x \leq 4$, and $y_{1}(x)+y_{2}(x)=8-x$ if $4 \leq x \leq 6$, with $y_{2}(x) \leq 0$. However, only for $x \in[2,3] \cup[5,6]$ the upper level constraint $y_{1}+y_{2} \leq 3$ holds, and therefore the feasible set is not connected, which is depicted in Figure 2. Hence the global optimal solutions are found at $D=\left\{(x, y) \in R_{+} \times R^{2}: x=2, y_{1}+y_{2}=2, y_{2} \leq 0\right\}$, which are the points on the thick line in Figure 2 , with an optimal function value of 6 . By Figure 2, we can see that the feasible set of the SOCBLP may be not connected especially when the upper level constraints depend on the lower level optimal solution.
with $y_{2}(x) \leq 0$,

$$
y_{1}(x)+y_{2}(x)= \begin{cases}x, & \text { if } 2 \leq x \leq 3 \\ 3, & \text { if } 3 \leq x \leq 5 \\ 8-x, & \text { if } 5 \leq x \leq 6\end{cases}
$$

By Example 3.2, we can see that the feasible set of the SOCBLP may be not connected especially when the upper level constraints depend on the lower level optimal solution. Furthermore, the position of constraints is not arbitrary, whose changes may affect the feasible set of the problem. Therefore, it is necessary to point out that the solutions of the SOCBLP strongly depend on the order of play.

Example 3.3 Consider the following SOCBLP problem with $x \in R^{1}, y \in R^{3}, X=\{x \mid x \geq 0\}$ and $Y=K_{3}$ :

$$
\begin{gathered}
\min _{x \in X} " F(x, y)=x+3 y_{1} \\
\text { s.t. } 2 \leq x \leq 6, \\
\min _{y \in Y} f(x, y)=-y_{1} \\
\text { s.t. } x+y_{1} \leq 8, \\
x+4 y_{1} \geq 8, \\
x+2 y_{1} \leq 12, \\
y \in K_{3} .
\end{gathered}
$$

Similarly to Example 3.1, the optimal solution of the lower level problem is

$$
y_{1}(x)= \begin{cases}6-0.5 x, & \text { if } 2 \leq x \leq 4 \\ 8-x, & \text { if } 4 \leq x \leq 6\end{cases}
$$

with $\sqrt{y_{2}^{2}(x)+y_{3}^{2}(x)} \leq y_{1}(x)$. The global optimal solution of this problem is found at points

$$
D=\left\{(x, y) \in R_{+} \times R^{3}: x=6, y_{1}=2, \sqrt{y_{2}^{2}+y_{3}^{2}} \leq 2\right\}
$$

with an optimal function value is 12 .

From Example 3.3, unlike linear BLP, the constraint region of the SOCBLP with $m \geq 3$ is usually not polyhedral and its inducible region is not made up of a piecewise linear equality constraint comprised of supporting hyperplanes of $S$. In theory, the second-order cone with $m \geq 3$ is a closed convex cone, but not a polyhedron, which is greatly different from the linear BLP.
Stated briefly, the SOCBLP has the following characteristics:
(i) it is generally a nonconvex and nondifferentiable optimization problem;
(ii) its feasible set may be not connected especially when the upper level constraints depend on the lower level optimal solution, and its constraint region is generally not polyhedral for $m \geq 3$;
(iii) its solutions strongly depend on the order of play, since the changes of the position of constraints could generally affect the feasible set of the problem.
Therefore, compared to many mathematical programming problems, it is difficult for us to study the theories and algorithms of the SOCBLP.

## 4 Optimality conditions

In this section, the SOCBLP problem (1) in the optimistic case is reformulated as a single level optimization problem by using the Karush-Kuhn-Tucker (KKT) conditions for the lower level problem. And the necessary optimality conditions for problem (1) are given under the strict complementarity and linear independence constraint qualification assumptions.

For any fixed $x \in S(X)$, the Lagrange function of the lower level problem in (1) is defined by

$$
L(x, y, u, v)=c_{2}^{T} x+d_{2}^{T} y+u^{T}\left(A_{2} x+B_{2} y-b_{2}\right)-v^{T} y
$$

and the set of the Lagrange multipliers corresponding to the point $(x, y) \in R^{n} \times R^{m}$ is denoted by

$$
\Lambda(x, y):=\left\{(u, v) \in R^{p} \times R^{m}: \begin{array}{l}
B_{2}^{T} u+d_{2}-v=0, v^{T} y=0, v \in K^{m}, y \in K^{m},  \tag{3}\\
u^{T}\left(b_{2}-A_{2} x-B_{2} y\right)=0, b_{2}-A_{2} x-B_{2} y \geq 0, u \geq 0
\end{array}\right\} .
$$

Definition 4.1 The generalized slater condition is satisfied at $x_{0} \in S(X)$ for the SOCBLP problem (1) if there exists a $y_{0} \in \operatorname{int} K^{m}$ such that $A_{2} x_{0}+B_{2} y_{0}<b_{2}$ holds.

By replacing the lower level problem in (1) with its KKT conditions, we reformulate the SOCBLP problem (1) as the following mathematical programming problem with secondorder cone complementarity constraints and linear complementarity constraints:

$$
\begin{align*}
& \min F(x, y)=c_{1}^{T} x+d_{1}^{T} y \\
& \text { s.t. } A_{1} x+B_{1} y-b_{1} \leq 0, \\
& B_{2}^{T} u+d_{2}-v=0  \tag{4}\\
& u^{T}\left(b_{2}-A_{2} x-B_{2} y\right)=0, \\
& b_{2}-A_{2} x-B_{2} y \geq 0, \quad u \geq 0 \\
& v^{T} y=0, \quad v \in K^{m}, y \in K^{m}
\end{align*}
$$

Remark Problem (4) is more complicated than usual mathematical programs with second-order cone complementarity constraints (SOCMPCC). In usual SOCMPCC, there exist only second-order cone complementarity constraints and equality constraints in some cases. However, in problem (4) there are also inequality constraints and linear complementarity constraints.

By extending Theorem 2.1 in [21] about BLP and MPCC, we obtain the following results as regards the SOCBLP problem (1) and problem (4).

Theorem 4.1 Let $\left(x^{*}, y^{*}\right)$ be a global (resp. local) optimal solution of the SOCBLP problem (1) and assume that the generalized slater condition is satisfied at $x^{*}$. Then, for each
$\left(u^{*}, v^{*}\right) \in \Lambda\left(x^{*}, y^{*}\right)$, the point $\left(x^{*}, y^{*}, u^{*}, v^{*}\right)$ is a global (resp. local) optimal solution of problem (4).

Proof Since $\left(u^{*}, v^{*}\right) \in \Lambda\left(x^{*}, y^{*}\right)$ if and only if $y^{*} \in P\left(x^{*}\right)$, the results of the theorem obviously hold.

Next we discuss the necessary optimality conditions for problem (4).
By Proposition 6 in [22], we obtain

$$
\begin{gathered}
\left\langle u,\left(b_{2}-A_{2} x-B_{2} y\right)\right\rangle=0, \quad\left(b_{2}-A_{2} x-B_{2} y\right) \in R_{+}^{q}, u \in R_{+}^{q} \\
\Longleftrightarrow \Longleftrightarrow \Pi_{R_{+}^{q}}\left(u+A_{2} x+B_{2} y-b_{2}\right)=u \\
\Longleftrightarrow \quad\left(u+A_{2} x+B_{2} y-b_{2}, u\right) \in \operatorname{gph} \Pi_{R_{+}^{q}}
\end{gathered}
$$

and

$$
\begin{aligned}
\langle y & \left.\left(B_{2}^{T} u+d_{2}\right)\right\rangle=0, \quad\left(B_{2}^{T} u+d_{2}\right) \in K^{m}, y \in K^{m} \\
& \Longleftrightarrow \quad \Pi_{K^{m}}\left(y-B_{2}^{T} u-d_{2}\right)=y \\
& \Longleftrightarrow \quad\left(y-B_{2}^{T} u-d_{2}, y\right) \in \operatorname{gph} \Pi_{K^{m}} .
\end{aligned}
$$

Here $\langle\cdot, \cdot\rangle$ stands for the Euclidean inner product, which is defined by $\langle x, s\rangle:=x^{T} s$ for any two vectors $x$ and $s$ in $R^{n}$. Then problem (4) is equivalent to the following optimization problem:

$$
\begin{gather*}
\min F(x, y)=c_{1}^{T} x+d_{1}^{T} y  \tag{5}\\
\text { s.t. } \Phi(x, y, u) \in \Omega
\end{gather*}
$$

where $\Omega=R_{-}^{p} \times \operatorname{gph} \Pi_{R_{+}^{q}} \times \operatorname{gph} \Pi_{K^{m}}$, and $\Phi(x, y, u): R^{n} \times R^{m} \times R^{q} \rightarrow R^{2 m+p+2 q}$ is defined by

$$
\Phi(x, y, u)=\left(\begin{array}{c}
A_{1} x+B_{1} y-b_{1}  \tag{6}\\
u+A_{2} x+B_{2} y-b_{2} \\
u \\
y-B_{2}^{T} u-d_{2} \\
y
\end{array}\right) .
$$

Theorem 4.2 [18] Suppose that $\left(x^{*}, y^{*}, u^{*}\right)$ is a local optimal solution of (5). If the constraint qualification

$$
\left.\begin{array}{l}
J \Phi\left(x^{*}, y^{*}, u^{*}\right)^{T} w=0  \tag{7}\\
\quad w \in N_{\Omega}\left(\Phi\left(x^{*}, y^{*}, u^{*}\right)\right)
\end{array}\right\} \Rightarrow w=0
$$

holds, there exists $w^{*} \in N_{\Omega}\left(\Phi\left(x^{*}, y^{*}, u^{*}\right)\right)$ such that

$$
0 \in\left(\begin{array}{l}
c_{1}  \tag{8}\\
d_{1} \\
0_{q}
\end{array}\right)+J \Phi\left(x^{*}, y^{*}, u^{*}\right)^{T} w^{*}
$$

By Theorem 4.2, we discuss the optimality conditions for problem (1).
Suppose that $\left(x^{*}, y^{*}, u^{*}\right)$ is a feasible point to problem (5). Then there exists a partition $(S, N)$ of $\{1,2, \ldots, r\}$ such that

$$
S:=\left\{j \mid y^{* j}+\left(B_{2}^{T} u^{*}+d_{2}\right)^{j} \in \operatorname{int} K_{m_{j}}, j=1,2, \ldots, r\right\}, \quad N:=\{1,2, \ldots, r\} \backslash S .
$$

By Lemma 2.1, we define three index subsets of $S$ as

$$
\begin{aligned}
& S_{1}:=\left\{j \mid y^{* j} \in \operatorname{int} K_{m_{j}},\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}=0, j \in S\right\}, \\
& S_{2}:=\left\{j \mid y^{* j},\left(B_{2}^{T} u^{*}+d_{2}\right)^{j} \in \operatorname{bd} K_{m_{j}} \backslash\{0\}, j \in S\right\}, \\
& S_{3}:=\left\{j \mid y^{* j}=0,\left(B_{2}^{T} u^{*}+d_{2}\right)^{j} \in \operatorname{int} K_{m_{j}}, j \in S\right\} .
\end{aligned}
$$

There also exists a partition $\left(S^{\prime}, N^{\prime}\right)$ of $\{1,2, \ldots, q\}$ such that

$$
S^{\prime}:=\left\{i \mid u^{* i}+\left(b_{2}-A_{2} x^{*}-B_{2} y^{*}\right)^{i}>0, i=1,2, \ldots, q\right\}, \quad N^{\prime}:=\{1,2, \ldots, q\} \backslash S^{\prime} .
$$

We define two index subsets of $S$ as

$$
\begin{aligned}
& S_{1}^{\prime}:=\left\{i \mid u^{* i}>0,\left(b_{2}-A_{2} x^{*}-B_{2} y^{*}\right)^{i}=0, i \in S^{\prime}\right\}, \\
& S_{2}^{\prime}:=\left\{i \mid u^{* i}=0,\left(b_{2}-A_{2} x^{*}-B_{2} y^{*}\right)^{i}>0, i \in S^{\prime}\right\} .
\end{aligned}
$$

We are now in a position to present some assumptions.
(A1) The linear independence constraint qualification holds, i.e., the matrix $\left(A_{1}, A_{2}\right)$ is of full rank in row with $p+q \leq m$, and $\left(I_{q}^{S_{2}^{\prime}}, B_{2}^{S_{1} \cup S_{2}}\right)$ is of full rank in column, where $\left|S_{2}^{\prime}\right|+\left|S_{1} \cup S_{2}\right| \leq q$ and $I_{q}=\left(I_{q}^{1}, I_{q}^{2}, \ldots, I_{q}^{q}\right), B_{2}=\left(B_{2}^{1}, B_{2}^{2}, \ldots, B_{2}^{m}\right)$.
(A2) The componentwise strict complementarity condition holds at $\left(y^{*}, B_{2}^{T} u^{*}+d_{2}\right)$, i.e.,

$$
y^{*}+\left(B_{2}^{T} u^{*}+d_{2}\right) \in \operatorname{int} K^{m},
$$

or in other words, $N=\emptyset$.
(A3) The componentwise strict complementarity condition holds at $\left(u^{*}, b_{2}-A_{2} x^{*}-B_{2} y^{*}\right)$, i.e.,

$$
u^{*}+\left(b_{2}-A_{2} x^{*}-B_{2} y^{*}\right) \in \operatorname{int} R_{+}^{q},
$$

or, in other words, $N^{\prime}=\emptyset$.

Lemma 4.3 If assumptions (A1), (A2), and (A3) hold, then the constraint qualification (7) hold.

Proof Suppose that there exists $w=\left(w_{0} ; w_{1} ; w_{2} ; w_{3} ; w_{4}\right) \in R^{p} \times R^{q} \times R^{q} \times R^{m} \times R^{m}$, such that $J \Phi\left(x^{*}, y^{*}, u^{*}\right)^{T} w=0$ and $w \in N_{\Omega}\left(\Phi\left(x^{*}, y^{*}, u^{*}\right)\right)$, where

$$
\begin{aligned}
& w_{1}=\left(w_{1}^{1} ; w_{1}^{2} ; \ldots ; w_{1}^{q}\right) \in R^{q}, \\
& w_{2}=\left(w_{2}^{1} ; w_{2}^{2} ; \ldots ; w_{2}^{q}\right) \in R^{q},
\end{aligned}
$$

$$
\begin{aligned}
& w_{3}=\left(w_{3}^{1} ; w_{3}^{2} ; \ldots ; w_{3}^{r}\right) \in \prod_{j=1}^{r} R^{m_{j}}, \\
& w_{4}=\left(w_{4}^{1} ; w_{4}^{2} ; \ldots ; w_{4}^{r}\right) \in \prod_{j=1}^{r} R^{m_{j}} .
\end{aligned}
$$

Then we have

$$
\begin{align*}
& A_{1}^{T} w_{0}+A_{2}^{T} w_{1}=0, \\
& B_{1}^{T} w_{0}+B_{2}^{T} w_{1}+w_{3}+w_{4}=0,  \tag{9}\\
& w_{1}+w_{2}-B_{2} w_{3}=0, \\
& w_{0} \in N_{R_{-}^{p}}\left(A_{1} x^{*}+B_{1} y^{*}-b_{1}\right), \\
& \left(w_{1}, w_{2}\right) \in N_{\mathrm{gph} \Pi_{R_{+}^{q}}}\left(u^{*}+A_{2} x^{*}+B_{2} y^{*}-b_{2}, u^{*}\right),  \tag{10}\\
& \left(w_{3}, w_{4}\right) \in N_{\mathrm{gph} \Pi_{K^{m}}}\left(y^{*}-B_{2}^{T} u^{*}-d_{2}, y^{*}\right) .
\end{align*}
$$

Since $\left(A_{1}, A_{2}\right)$ is of full rank in row by the assumption (A1), it follows from (9) that

$$
\begin{align*}
& w_{0}=w_{1}=0 \\
& w_{3}+w_{4}=0,  \tag{11}\\
& w_{2}-B_{2} w_{3}=0 .
\end{align*}
$$

From assumption (A3), the second inclusion in (10) is equivalent to

$$
w_{1}^{i} \in D^{*} \Pi_{R_{+}}\left(u^{* i}+\left(A_{2} x^{*}+B_{2} y^{*}-b_{2}\right)^{i}, u^{* i}\right)\left(-w_{2}^{i}\right), \quad i=1,2, \ldots, q,
$$

i.e.,

$$
J \Pi_{R_{+}}\left(u^{* i}+\left(A_{2} x^{*}+B_{2} y^{*}-b_{2}\right)^{i}\right)\left(-w_{2}^{i}\right)-w_{1}^{i}=0, \quad i=1,2, \ldots, q .
$$

The last relation implies that

$$
\begin{align*}
& w_{1}^{i}+w_{2}^{i}=0, \quad \text { for } i \in S_{1}^{\prime}, \\
& w_{1}^{i}=0, \quad \text { for } i \in S_{2}^{\prime} . \tag{12}
\end{align*}
$$

From (11) and (12), we have

$$
\begin{align*}
& w_{1}^{i}=w_{2}^{i}=0, \quad \text { for } i \in S_{1}^{\prime}, \\
& w_{1}^{i}=0, \quad \text { for } i \in S_{2}^{\prime} . \tag{13}
\end{align*}
$$

From the assumption (A2), the third inclusion in (10) is equivalent to

$$
w_{3}^{j} \in D^{*} \Pi_{K_{m_{j}}}\left(y^{* j}-\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}, y^{* j}\right)\left(-w_{4}^{j}\right), \quad j=1,2, \ldots, r,
$$

i.e.,

$$
J \Pi_{K_{m_{j}}}\left(y^{* j}-\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}\right)\left(-w_{4}^{j}\right)-w_{3}^{j}=0, \quad j=1,2, \ldots, r .
$$

The last relation together with Lemma 2.2 implies that

$$
\begin{align*}
& w_{3}^{j}+w_{4}^{j}=0, \quad \text { for } j \in S_{1}, \\
& P\left(y^{* j}-\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}\right) w_{4}^{j}+w_{3}^{j}=0, \quad \text { for } j \in S_{2},  \tag{14}\\
& w_{3}^{j}=0, \quad \text { for } j \in S_{3} .
\end{align*}
$$

Then it follows from (11) and (14) that

$$
\begin{array}{ll}
w_{3}^{j}+w_{4}^{j}=0, & \text { for } j \in S_{1} \cup S_{2}, \\
w_{3}^{j}=w_{4}^{j}=0, & \text { for } j \in S_{3} . \tag{15}
\end{array}
$$

Since $\left(I_{q}^{S_{2}^{\prime}}, B_{2}^{S_{1} \cup S_{2}}\right)$ is of full rank in column by the assumption (A1), we have from (11), (13), and (15) that $w_{2}^{i}=0, i \in S_{2}^{\prime}$ and $w_{3}^{j}=0, j \in S_{1} \cup S_{2}$. Then it follows from (11), (13), and (15) that $w=0$. This completes the proof.

From Theorem 4.1, Theorem 4.2, and Lemma 4.3, we obtain the following optimality conditions for the SOCBLP problem (1).

Theorem 4.4 Let $\left(x^{*}, y^{*}\right)$ be a local optimal solution of the SOCBLP problem (1) and assume that the generalized slater condition given by Definition 4.1 is satisfied at $x^{*}$. If assumptions (A1), (A2), and (A3) hold, then for each $\left(u^{*}, v^{*}\right) \in \Lambda\left(x^{*}, y^{*}\right)$, there exist $\lambda \in R^{p}, \eta=\left(\eta^{1} ; \eta^{2} ; \ldots ; \eta^{q}\right) \in R^{q}, \zeta=\left(\zeta^{1} ; \zeta^{2} ; \ldots ; \zeta^{q}\right) \in R^{q}, \mu=\left(\mu^{1} ; \mu^{2} ; \ldots ; \mu^{r}\right) \in \prod_{j=1}^{r} R^{m_{j}}$ and $v=\left(v^{1} ; v^{2} ; \ldots ; v^{r}\right) \in \prod_{j=1}^{r} R^{m_{j}}$ such that

$$
\begin{align*}
& c_{1}+A_{1}^{T} \lambda+A_{2}^{T} \eta=0 \\
& d_{1}+B_{1}^{T} \lambda+B_{2}^{T} \eta+\mu+v=0, \\
& \eta+\zeta-B_{2} \mu=0 \\
& \Pi_{R_{+}^{p}}\left(\lambda+A_{1} x^{*}+B_{1} y^{*}-b_{1}\right)-\lambda=0,  \tag{16}\\
& \Pi_{R_{+}^{q}}\left(u^{*}+A_{2} x^{*}+B_{2} y^{*}-b_{2}\right)-u^{*}=0, \\
& \Pi_{K^{m}}\left(y^{*}-B_{2}^{T} u^{*}-d_{2}\right)-y^{*}=0, \\
& f_{1}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)=0, \\
& f_{2}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)=0,
\end{align*}
$$

with

$$
\begin{aligned}
& f_{1}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)= \begin{cases}\mu^{j}+\nu^{j}, & \text { if } j \in S_{1} \\
P\left(y^{* j}-\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}\right) \nu^{j}+\mu^{j}, & \text { if } j \in S_{2} \\
\mu^{j}, & \text { if } j \in S_{3}\end{cases} \\
& f_{2}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)= \begin{cases}\eta^{i}+\zeta^{i}, & \text { if } i \in S_{1}^{\prime}, \\
\eta^{i}, & \text { if } i \in S_{2}^{\prime} .\end{cases}
\end{aligned}
$$

Proof It follows from Theorem 4.1 that $\left(x^{*}, y^{*}, u^{*}\right)$ is a local optimal solution of (5). Since assumptions (A1), (A2), and (A3) hold, we have from Theorem 4.2 and Lemma 4.3

$$
0 \in\left(\begin{array}{l}
c_{1} \\
d_{1} \\
0_{q}
\end{array}\right)+J \Phi\left(x^{*}, y^{*}, u^{*}\right)^{T} N_{\Omega}\left(\Phi\left(x^{*}, y^{*}, u^{*}\right)\right)
$$

Then there exists $(\lambda, \eta, \zeta, \mu, \nu) \in R^{p} \times R^{q} \times R^{q} \times R^{m} \times R^{m}$ such that

$$
\begin{align*}
& c_{1}+A_{1}^{T} \lambda+A_{2}^{T} \eta=0, \\
& d_{1}+B_{1}^{T} \lambda+B_{2}^{T} \eta+\mu+v=0,  \tag{17}\\
& \eta+\zeta-B_{2} \mu=0, \\
& \lambda \in N_{R^{p}-}\left(A_{1} x^{*}+B_{1} y^{*}-b_{1}\right), \\
& (\eta, \zeta) \in N_{\mathrm{gph}_{R_{+}^{q}}}\left(u^{*}+A_{2} x^{*}+B_{2} y^{*}-b_{2}, u^{*}\right),  \tag{18}\\
& (\mu, v) \in N_{\mathrm{gph}_{K^{m}}}\left(y^{*}-B_{2}^{T} u^{*}-d_{2}, y^{*}\right) .
\end{align*}
$$

The first inclusion in (18) implies

$$
\begin{align*}
\lambda & \in N_{R_{-}^{p}}\left(A_{1} x^{*}+B_{1} y^{*}-b_{1}\right) \\
& \Longleftrightarrow \lambda \in R_{+}^{p}, b_{1}-A_{1} x^{*}-B_{1} y^{*} \in R_{+}^{p}, \quad \lambda^{T}\left(b_{1}-A_{1} x^{*}-B_{1} y^{*}\right)=0 \\
& \Longleftrightarrow \quad \Pi_{R_{+}^{p}}\left(\lambda+A_{1} x^{*}+B_{1} y^{*}-b_{1}\right)-\lambda=0 . \tag{19}
\end{align*}
$$

From assumption (A3), the second inclusion in (18) is equivalent to

$$
\eta \in D^{*} \Pi_{R_{+}^{q}}\left(u^{*}+A_{2} x^{*}+B_{2} y^{*}-b_{2}\right)(-\zeta),
$$

i.e.,

$$
J \Pi_{R_{+}}\left(u^{* i}+\left(A_{2} x^{*}+B_{2} y^{*}-b_{2}\right)^{i}\right)\left(-\zeta^{i}\right)-\eta^{i}=0, \quad i=1,2, \ldots, q .
$$

The last relation implies that

$$
\begin{aligned}
& \eta^{i}+\zeta^{i}=0, \quad \text { if } i \in S_{1}^{\prime}, \\
& \eta^{i}=0, \quad \text { if } i \in S_{2}^{\prime} .
\end{aligned}
$$

From the assumption (A2), the third inclusion in (18) is equivalent to

$$
\mu \in D^{*} \Pi_{K^{m}}\left(y^{*}-B_{2}^{T} u^{*}-d_{2}, y^{*}\right)(-v)
$$

i.e.,

$$
J \Pi_{K_{m_{j}}}\left(y^{* j}-\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}\right)\left(-\nu^{j}\right)-\mu^{j}=0, \quad j=1,2, \ldots, r .
$$

The last relation together with Lemma 2.2 implies that

$$
\begin{aligned}
& \mu^{j}+\nu^{j}=0, \quad \text { if } j \in S_{1}, \\
& P\left(y^{* j}-\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}\right) \nu^{j}+\mu^{j}=0, \quad \text { if } j \in S_{2}, \\
& \mu^{j}=0, \quad \text { if } j \in S_{3} .
\end{aligned}
$$

Therefore, combing (17), (18), (19), and the feasibility of ( $x^{*}, y^{*}, u^{*}$ ) implies equation (16) holds. This completes the proof.

Remark Theorem 4.4 shows that under the strict complementarity conditions and linear independence constraint qualifications, a local optimal solution is a M -stationary point which is introduced for mathematical programming governed by second-order cone constrained generalized equations in [14].

## 5 Extensions

In this section, we consider the optimality conditions for the following three common models of the SOCBLP in the optimistic case,

$$
\begin{align*}
& \min _{x \in R^{n}} F(x, y)=c_{1}^{T} x+d_{1}^{T} y \\
& \text { s.t. } A_{1} x=b_{1}, \\
& \min _{y \in R^{m}}{ }^{m}(x, y)=d_{2}^{T} y  \tag{20}\\
& \text { s.t. } A_{2} x+B_{2} y \leq b_{2}, \\
& \quad y \in K^{m}, \\
& \min _{x \in R^{n}} F(x, y)=c_{1}^{T} x+d_{1}^{T} y \\
& \quad \text { s.t. } A_{1} x+B_{1} y=b_{1}, \\
& \min _{y \in R^{m}} f(x, y)=c_{2}^{T} x+d_{2}^{T} y  \tag{21}\\
& \text { s.t. } A_{2} x+B_{2} y=b_{2}, \\
& \quad y \in K^{m}, \\
& " \min _{x \in R^{n} "} F(x, y)=c_{1}^{T} x+d_{1}^{T} y \\
& \text { s.t. } A_{1} x+B_{1} y \leq b_{1}, \\
& \min _{y \in R^{m}} f(x, y)=c_{2}^{T} x+d_{2}^{T} y  \tag{22}\\
& \text { s.t. } b_{2}-A_{2} x-B_{2} y \in K^{q}, \\
& \quad y \geq 0,
\end{align*}
$$

where $K^{q}=K_{q_{1}} \times K_{q_{2}} \times \cdots \times K_{q_{s}}$ with $q=q_{1}+q_{2}+\cdots+q_{s}$ is the Cartesian product of second-order cones in problem (22). Here problem (20) is an extension of the bilevel programming problem proposed by Dempe [2], problem (21) is the case that equality constraints always hold in problem (1), and problem (22) is closely connected with problem (1) which will be seen in Section 5.3.

### 5.1 Optimality conditions for problem (20)

In this subsection, we discuss the optimization conditions for problem (20) under strict complementarity and linear independence constraint qualification assumptions.

For any fixed $x \in S(X)$, the Lagrange function of the lower level problem in (20) is defined by

$$
L_{1}(x, y, u, v)=d_{2}^{T} y+u^{T}\left(A_{2} x+B_{2} y-b_{2}\right)-v^{T} y
$$

and the set of the Lagrange multipliers corresponding to the point $(x, y) \in R^{n} \times R^{m}$ is denoted by

$$
\Lambda_{1}(x, y):=\left\{(u, v) \in R^{p} \times R^{m}: \begin{array}{l}
B_{2}^{T} u+d_{2}-v=0, v^{T} y=0, v \in K^{m}, y \in K^{m} \\
u^{T}\left(b_{2}-A_{2} x-B_{2} y\right)=0, b_{2}-A_{2} x-B_{2} y \geq 0, u \geq 0
\end{array}\right\} .
$$

Definition 5.1 The generalized slater condition is satisfied at $x_{0} \in S(X)$ for the SOCBLP problem (20) if there exists a $y_{0} \in \operatorname{int} K^{m}$ such that $A_{2} x_{0}+B_{2} y_{0}<b_{2}$ holds.

Theorem 5.1 Let $\left(x^{*}, y^{*}\right)$ be a global (resp. local) optimal solution of the SOCBLP problem (20) and assume that the generalized slater condition given by Definition 5.1 is satisfied at $x^{*}$. Then, for each $\left(u^{*}, v^{*}\right) \in \Lambda\left(x^{*}, y^{*}\right)$, the point $\left(x^{*}, y^{*}, u^{*}, v^{*}\right)$ is a global (resp. local) optimal solution of problem

$$
\begin{align*}
& \min F(x, y)=c_{1}^{T} x+d_{1}^{T} y \\
& \text { s.t. } A_{1} x-b_{1}=0 \\
& B_{2}^{T} u+d_{2}-v=0 \\
& u^{T}\left(b_{2}-A_{2} x-B_{2} y\right)=0  \tag{23}\\
& b_{2}-A_{2} x-B_{2} y \geq 0, \quad u \geq 0 \\
& v^{T} y=0, \quad v \in K^{m}, y \in K^{m}
\end{align*}
$$

It is easy to see that problem (23) is equivalent to the following optimization problem:

$$
\begin{gather*}
\min F(x, y)=c_{1}^{T} x+d_{1}^{T} y  \tag{24}\\
\text { s.t. } \Phi_{1}(x, y, u) \in \Omega_{1}
\end{gather*}
$$

where $\Omega_{1}=\left\{0_{p}\right\} \times \operatorname{gph} \Pi_{R_{+}^{q}} \times \operatorname{gph} \Pi_{K^{m}}$ and $\Phi_{1}(x, y, u): R^{n} \times R^{m} \times R^{q} \rightarrow R^{p+2 q+2 m}$ is defined by

$$
\Phi_{1}(x, y, u)=\left(\begin{array}{c}
A_{1} x-b_{1} \\
u+A_{2} x+B_{2} y-b_{2} \\
u \\
y-B_{2}^{T} u-d_{2} \\
y
\end{array}\right)
$$

Then similarly to Lemma 4.3 and Theorem 4.4, we obtain the optimality conditions for problem (20).

Lemma 5.2 Suppose that $\left(x^{*}, y^{*}, u^{*}\right)$ is a local optimal solution of (24). If assumptions (A1), (A2), and (A3) hold, then the following constraint qualification holds:

$$
\left.\begin{array}{l}
J \Phi_{1}\left(x^{*}, y^{*}, u^{*}\right)^{T} w=0 \\
w \in N_{\Omega_{1}}\left(\Phi_{1}\left(x^{*}, y^{*}, u^{*}\right)\right)
\end{array}\right\} \quad \Rightarrow \quad w=0
$$

Theorem 5.3 Let $\left(x^{*}, y^{*}\right)$ be a local optimal solution of the SOCBLP problem (20) and assume that the generalized slater condition given by Definition 5.1 is satisfied at $x^{*}$. If assumptions (A1), (A2), and (A3) hold, then for each $\left(u^{*}, v^{*}\right) \in \Lambda\left(x^{*}, y^{*}\right)$, there exist $\lambda \in$ $R^{p}, \eta=\left(\eta^{1} ; \eta^{2} ; \ldots ; \eta^{q}\right) \in R^{q}, \zeta=\left(\zeta^{1} ; \zeta^{2} ; \ldots ; \zeta^{q}\right) \in R^{q}, \mu=\left(\mu^{1} ; \mu^{2} ; \ldots ; \mu^{r}\right) \in \prod_{j=1}^{r} R^{m_{j}}$ and $v=$ $\left(\nu^{1} ; \nu^{2} ; \ldots ; \nu^{r}\right) \in \prod_{j=1}^{r} R^{m_{j}}$ such that

$$
\begin{aligned}
& c_{1}+A_{1}^{T} \lambda+A_{2}^{T} \eta=0 \\
& d_{1}+B_{2}^{T} \eta+\mu+v=0 \\
& \eta+\zeta-B_{2} \mu=0 \\
& A_{1} x^{*}-b_{1}=0 \\
& \Pi_{R_{+}^{q}}\left(u^{*}+A_{2} x^{*}+B_{2} y^{*}-b_{2}\right)-u^{*}=0 \\
& \Pi_{K^{m}}\left(y^{*}-B_{2}^{T} u^{*}-d_{2}\right)-y^{*}=0 \\
& f_{1}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)=0 \\
& f_{2}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)=0
\end{aligned}
$$

with

$$
\begin{aligned}
& f_{1}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)= \begin{cases}\mu^{j}+\nu^{j}, & \text { if } j \in S_{1}, \\
P\left(y^{* j}-\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}\right) \nu^{j}+\mu^{j}, & \text { if } j \in S_{2}, \\
\mu^{j}, & \text { if } j \in S_{3},\end{cases} \\
& f_{2}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)= \begin{cases}\eta^{i}+\zeta^{i}, & \text { if } i \in S_{1}^{\prime}, \\
\eta^{i}, & \text { if } i \in S_{2}^{\prime} .\end{cases}
\end{aligned}
$$

### 5.2 Optimality conditions for problem (21)

In this subsection, we reformulate problem (21) as a single level optimization problem, and then we discuss its optimization conditions under strict complementarity and linear independence constraint qualification assumptions.

For any fixed $x \in S(X)$, we define the Lagrange function of the lower level problem in (21) by

$$
L_{2}(x, y, u, v)=c_{2}^{T} x+d_{2}^{T} y+u^{T}\left(A_{2} x+B_{2} y-b_{2}\right)-v^{T} y
$$

and the set of the Lagrange multipliers corresponding to the point $(x, y) \in R^{n} \times R^{m}$ by

$$
\Lambda_{2}(x, y):=\left\{(u, v) \in R^{p} \times R^{m}: \begin{array}{l}
B_{2}^{T} u+d_{2}-v=0, A_{2} x+B_{2} y=b_{2}, \\
v^{T} y=0, v \in K^{m}, y \in K^{m}
\end{array}\right\} .
$$

Definition 5.2 The generalized slater condition is satisfied at $x_{0} \in S(X)$ for the SOCBLP problem (21) if $B_{2}$ is of full rank in row and there exists a $y_{0} \in \operatorname{int} K^{m}$ such that $A_{2} x_{0}+B_{2} y_{0}=$ $b_{2}$ holds.

Theorem 5.4 Let $\left(x^{*}, y^{*}\right)$ be a global (resp. local) optimal solution of the SOCBLP problem (21) and assume that the generalized slater condition given by Definition 5.2 is satisfied at $x^{*}$. Then, for each $\left(u^{*}, v^{*}\right) \in \Lambda_{2}\left(x^{*}, y^{*}\right)$, the point $\left(x^{*}, y^{*}, u^{*}, v^{*}\right)$ is a global (resp. local) optimal solution of problem

$$
\begin{gather*}
\min F(x, y)=c_{1}^{T} x+d_{1}^{T} y \\
\text { s.t. } A_{1} x+B_{1} y-b_{1}=0 \\
A_{2} x+B_{2} y-b_{2}=0  \tag{25}\\
B_{2}^{T} u+d_{2}-v=0 \\
v^{T} y=0, \quad v \in K^{m}, y \in K^{m}
\end{gather*}
$$

It is not difficult to see that problem (25) is equivalent to the following optimization problem:

$$
\begin{gather*}
\min F(x, y)=c_{1}^{T} x+d_{1}^{T} y  \tag{26}\\
\text { s.t. } \Phi_{2}(x, y, u) \in \Omega_{2}
\end{gather*}
$$

where $\Omega_{2}=\left\{0_{p+q}\right\} \times \operatorname{gph} \Pi_{K^{m}}$ and $\Phi_{2}(x, y, u): R^{n} \times R^{m} \times R^{q} \rightarrow R^{p+q+2 m}$ is defined by

$$
\Phi_{2}(x, y, u)=\left(\begin{array}{c}
A_{1} x+B_{1} y-b_{1} \\
A_{2} x+B_{2} y-b_{2} \\
y-B_{2}^{T} u-d_{2} \\
y
\end{array}\right)
$$

Now we give the following assumption.
(A4) The linear independence constraint qualification holds, i.e., the matrix $\left(A_{1}, A_{2}\right)$ is of full rank in row with $p+q \leq m$, and $B_{2}^{S_{1} \cup S_{2}}$ is of full rank in column, where

$$
\left|S_{1} \cup S_{2}\right| \leq q \text { and } B_{2}=\left(B_{2}^{1}, B_{2}^{2}, \ldots, B_{2}^{m}\right)
$$

Then similarly to Lemma 4.3 and Theorem 4.4, we obtain the optimality conditions for problem (21).

Lemma 5.5 Suppose that $\left(x^{*}, y^{*}, u^{*}\right)$ is a local optimal solution of (26). If assumptions (A2) and (A4) hold, then the following constraint qualification holds:

$$
\left.\begin{array}{l}
J \Phi_{2}\left(x^{*}, y^{*}, u^{*}\right)^{T} w=0 \\
w \in N_{\Omega_{2}}\left(\Phi_{2}\left(x^{*}, y^{*}, u^{*}\right)\right)
\end{array}\right\} \quad \Rightarrow \quad w=0
$$

Theorem 5.6 Let $\left(x^{*}, y^{*}\right)$ be a local optimal solution of the SOCBLP problem (21) and assume that the generalized slater condition given by Definition 5.2 is satisfied at $x^{*}$. If assumptions (A2) and (A4) hold, then for each $\left(u^{*}, v^{*}\right) \in \Lambda_{2}\left(x^{*}, y^{*}\right)$, there exist $\lambda \in R^{p}, \eta=$
$\left(\eta^{1} ; \eta^{2} ; \ldots ; \eta^{q}\right) \in R^{q}, \mu=\left(\mu^{1} ; \mu^{2} ; \ldots ; \mu^{r}\right) \in \prod_{j=1}^{r} R^{m_{j}}$ and $v=\left(v^{1} ; v^{2} ; \ldots ; v^{r}\right) \in \prod_{j=1}^{r} R^{m_{j}}$ such that

$$
\begin{aligned}
& c_{1}+A_{1}^{T} \lambda+A_{2}^{T} \eta=0, \\
& d_{1}+B_{1}^{T} \lambda+B_{2}^{T} \eta+\mu+v=0, \\
& B_{2} \mu=0 \\
& A_{1} x^{*}+B_{1} y^{*}-b_{1}=0, \\
& A_{2} x^{*}+B_{2} y^{*}-b_{2}=0, \\
& \Pi_{K^{m}}\left(y^{*}-B_{2}^{T} u^{*}-d_{2}\right)-y=0, \\
& f_{1}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \mu, v\right)=0,
\end{aligned}
$$

with

$$
f_{1}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)= \begin{cases}\mu^{j}+\nu^{j}, & \text { for } j \in S_{1} \\ P\left(y^{* j}-\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}\right) \nu^{j}+\mu^{j}, & \text { for } j \in S_{2} \\ \mu^{j}, & \text { for } j \in S_{3}\end{cases}
$$

### 5.3 Optimality conditions for problem (22)

In this subsection, we discuss the optimization conditions for problem (22) under suitable conditions.
For any fixed $x \in S(X)$, the Lagrange function of the lower level problem in (22) is defined by

$$
L_{3}(x, y, u, v)=c_{2}^{T} x+d_{2}^{T} y+u^{T}\left(A_{2} x+B_{2} y-b_{2}\right)-v^{T} y,
$$

and the set of the Lagrange multipliers corresponding to the point $(x, y) \in R^{n} \times R^{m}$ is denoted by

$$
\Lambda_{3}(x, y):=\left\{(u, v) \in R^{p} \times R^{m}: \begin{array}{l}
B_{2}^{T} u+d_{2}-v=0, v^{T} y=0, v \geq 0, y \geq 0 \\
u^{T}\left(b_{2}-A_{2} x-B_{2} y\right)=0, b_{2}-A_{2} x-B_{2} y \in K^{q}, u \in K^{q}
\end{array}\right\} .
$$

Definition 5.3 The generalized slater condition is satisfied at $x_{0} \in S(X)$ for the SOCBLP problem (22) if there exists a $y_{0}>0$ such that $b_{2}-A_{2} x_{0}-B_{2} y_{0} \in \operatorname{int} K^{q}$ holds.

Theorem 5.7 Let $\left(x^{*}, y^{*}\right)$ be a global (resp. local) optimal solution of the SOCBLP problem (22) and assume that the generalized slater condition given by Definition 5.3 is satisfied at $x^{*}$. Then, for each $\left(u^{*}, v^{*}\right) \in \Lambda_{3}\left(x^{*}, y^{*}\right)$, the point $\left(x^{*}, y^{*}, u^{*}, v^{*}\right)$ is a global (resp. local) optimal solution of

$$
\begin{align*}
& \min F(x, y)=c_{1}^{T} x+d_{1}^{T} y \\
& \text { s.t. } A_{1} x+B_{1} y-b_{1} \leq 0, \\
& B_{2}^{T} u+d_{2}-v=0,  \tag{27}\\
& u^{T}\left(b_{2}-A_{2} x-B_{2} y\right)=0, \\
& b_{2}-A_{2} x-B_{2} y \in K^{q}, \quad u \in K^{q}, \\
& v^{T} y=0, \quad v \geq 0, y \geq 0 .
\end{align*}
$$

Since (27) has a similar form to the form (4) of problem (1), we could study the optimality conditions for problem (22) in the similar way to problem (1).
It is easy to see that problem (27) is equivalent to the following optimization problem:

$$
\begin{gather*}
\min F(x, y)=c_{1}^{T} x+d_{1}^{T} y  \tag{28}\\
\text { s.t. } \Phi_{3}(x, y, u) \in \Omega_{3}
\end{gather*}
$$

where $\Omega_{3}=R_{-}^{p} \times \operatorname{gph} \Pi_{K^{q}} \times \operatorname{gph} \Pi_{R_{+}^{m}}$ and $\Phi_{3}(x, y, u): R^{n} \times R^{m} \times R^{q} \rightharpoonup R^{p+2 q+2 m}$ is defined by

$$
\Phi_{3}(x, y, u)=\left(\begin{array}{c}
A_{1} x+B_{1} y-b_{1} \\
u+A_{2} x+B_{2} y-b_{2} \\
u \\
y-B_{2}^{T} u-d_{2} \\
y
\end{array}\right) .
$$

Suppose that $\left(x^{*}, y^{*}, u^{*}\right)$ is a feasible point to problem (28). Then there exists a partition $(\widehat{S}, \widehat{N})$ of $\{1,2, \ldots, m\}$ such that

$$
\widehat{S}:=\left\{j \mid y^{* j}+\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}>0, j=1,2, \ldots, m\right\}, \quad \widehat{N}:=\{1,2, \ldots, m\} \backslash \widehat{S} .
$$

We define two index subsets of $\widehat{S}$ as

$$
\begin{aligned}
& \widehat{S}_{1}:=\left\{j \mid y^{* j}>0,\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}=0, j \in \widehat{S}\right\}, \\
& \widehat{S}_{2}:=\left\{j \mid y^{* j}=0,\left(B_{2}^{T} u^{*}+d_{2}\right)^{j}>0, j \in \widehat{S}\right\} .
\end{aligned}
$$

There also exists a partition $\left(\widehat{S}^{\prime}, \widehat{N}^{\prime}\right)$ of $\{1,2, \ldots, s\}$ such that

$$
\widehat{S}^{\prime}:=\left\{i \mid u^{* i}+\left(b_{2}-A_{2} x^{*}-B_{2} y^{*}\right)^{i} \in \operatorname{int} K_{q_{i}}, i=1,2, \ldots, s\right\}, \quad \widehat{N}^{\prime}:=\{1,2, \ldots, s\} \backslash \widehat{S}^{\prime} .
$$

By Lemma 2.1, we define three index subsets of $\widehat{S}^{\prime}$ as

$$
\begin{aligned}
& \widehat{S}_{1}^{\prime}:=\left\{i \mid u^{* i} \in \operatorname{int} K_{q_{i}},\left(b_{2}-A_{2} x^{*}-B_{2} y^{*}\right)^{i}=0, i \in \widehat{S}^{\prime}\right\}, \\
& \widehat{S}_{2}^{\prime}:=\left\{i \mid u^{* i},\left(b_{2}-A_{2} x^{*}-B_{2} y^{*}\right)^{i} \in \operatorname{bd} K_{q_{i}} \backslash\{0\}, i \in \widehat{S}^{\prime}\right\}, \\
& \widehat{S}_{3}^{\prime}:=\left\{i \mid u^{* i}=0,\left(b_{2}-A_{2} x^{*}-B_{2} y^{*}\right)^{i} \in \operatorname{int} K_{q_{i}}, i \in \widehat{S}^{\prime}\right\} .
\end{aligned}
$$

Now we present the following assumptions.
(A5) The linear independence constraint qualification holds, i.e., the matrix $\left(A_{1}, A_{2}\right)$ is of full rank in row with $p+q \leq m$, and $\left(I_{q}^{\widehat{S}_{3}^{\prime}}, B_{2}^{\widehat{S}_{1}}\right)$ is of full rank in column, where $\left|\widehat{S}_{3}^{\prime}\right|+\left|\widehat{S}_{1}\right| \leq q$ and $I_{q}=\left(I_{q}^{1}, I_{q}^{2}, \ldots, I_{q}^{q}\right), B_{2}=\left(B_{2}^{1}, B_{2}^{2}, \ldots, B_{2}^{m}\right)$.
(A6) The componentwise strict complementarity condition holds at $\left(y^{*}, B_{2}^{T} u^{*}+d_{2}\right)$, i.e.,

$$
y^{*}+\left(B_{2}^{T} u^{*}+d_{2}\right) \in \operatorname{int} R_{+}^{m},
$$

or, in other words, $\widehat{N}=\emptyset$.
(A7) The componentwise strict complementarity condition holds at $\left(u^{*}, b_{2}-A_{2} x^{*}-B_{2} y^{*}\right)$, i.e.,

$$
u^{*}+\left(b_{2}-A_{2} x^{*}-B_{2} y^{*}\right) \in \operatorname{int} K^{q},
$$

or in other words, $\widehat{N}^{\prime}=\emptyset$.
By using Lemma 2.3 and the proof of Lemma 4.3 and Theorem 4.4, we obtain the following optimality conditions for the SOCBLP problem (22).

Lemma 5.8 Suppose that $\left(x^{*}, y^{*}, u^{*}\right)$ is a local optimal solution of (28). If assumptions (A5), (A6), and (A7) hold, then the following constraint qualification holds:

$$
\left.\begin{array}{l}
J \Phi_{3}\left(x^{*}, y^{*}, u^{*}\right)^{T} w=0 \\
w \in N_{\Omega_{3}}\left(\Phi_{3}\left(x^{*}, y^{*}, u^{*}\right)\right)
\end{array}\right\} \quad \Rightarrow \quad w=0
$$

Theorem 5.9 Let $\left(x^{*}, y^{*}\right)$ be a local optimal solution of the SOCBLP problem (22) and assume that the generalized slater condition given by Definition 5.3 is satisfied at $x^{*}$. If assumptions (A5), (A6), and (A7) hold, then for each $\left(u^{*}, v^{*}\right) \in \Lambda_{3}\left(x^{*}, y^{*}\right)$, there exist $\lambda \in R^{p}$, $\eta=\left(\eta^{1} ; \eta^{2} ; \ldots ; \eta^{s}\right) \in \prod_{i=1}^{s} R^{q_{i}}, \zeta=\left(\zeta^{1} ; \zeta^{2} ; \ldots ; \zeta^{s}\right) \in \prod_{i=1}^{s} R^{q_{i}}, \mu=\left(\mu^{1} ; \mu^{2} ; \ldots ; \mu^{m}\right) \in R^{m}$ and $\nu=\left(v^{1} ; v^{2} ; \ldots ; v^{m}\right) \in R^{m}$ such that

$$
\begin{aligned}
& c_{1}+A_{1}^{T} \lambda+A_{2}^{T} \eta=0 \\
& d_{1}+B_{1}^{T} \lambda+B_{2}^{T} \eta+\mu+v=0, \\
& \eta+\zeta-B_{2} \mu=0 \\
& \Pi_{R_{+}^{p}}\left(\lambda+A_{1} x^{*}+B_{1} y^{*}-b_{1}\right)-\lambda=0, \\
& \Pi_{K^{q}}\left(u^{*}+A_{2} x^{*}+B_{2} y^{*}-b_{2}\right)-u^{*}=0, \\
& \Pi_{R_{+}^{m}}\left(y^{*}-B_{2}^{T} u^{*}-d_{2}\right)-y^{*}=0, \\
& \hat{f}_{1}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)=0, \\
& \hat{f}_{2}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)=0,
\end{aligned}
$$

with

$$
\begin{aligned}
& \hat{f}_{1}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)= \begin{cases}\mu^{j}+\nu^{j}, & \text { for } j \in \widehat{S}_{1}, \\
\mu^{j}, & \text { for } j \in \widehat{S}_{2},\end{cases} \\
& \hat{f}_{2}\left(x^{*}, y^{*}, u^{*}, \lambda, \eta, \zeta, \mu, v\right)= \begin{cases}\eta^{i}+\zeta^{i}, & \text { for } i \in \widehat{S}_{1}^{\prime}, \\
P\left(u^{* i}+\left(A_{2} x^{*}+B_{2} y^{*}-b_{2}\right)^{i}\right) \zeta^{i}+\eta^{i}, & \text { for } i \in \widehat{S}_{2}^{\prime}, \\
\eta^{i}, & \text { for } i \in \widehat{S}_{3}^{\prime} .\end{cases}
\end{aligned}
$$

## 6 Conclusions

In this paper, we discuss the models and theories of the SOCBLP. Firstly, we give some basic concepts of the SOCBLP, such as constraint region, inducible region and optimal solution. Then some examples illustrate that the SOCBLP is generally a nonconvex and nondifferentiable optimization problem, whose feasible set may be not connected in some
cases and constraint region is generally not polyhedral for $m \geq 3$. Finally, the SOCBLP in the optimistic case is reformulated as a single level optimization problem by using the KKT conditions for the lower level problem. The necessary optimality conditions for several models of the SOCBLP are given under the strict complementarity and linear independence constraint qualification assumptions.
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