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#### Abstract

This paper deals with blow-up solutions to a class of reaction-diffusion equations under non-local boundary conditions. We prove that under certain conditions on the data the blow-up will occur at some finite time and when the blow-up does occur, lower and upper bounds are derived.
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## 1 Introduction

Quittner and Souplet in [1] consider different classes of reaction-diffusion problems with non-local source terms involving space integrals and investigate under what conditions the solutions blow up or exist globally (see also [2, 3]). Recently Song [4] has considered parabolic problems under Dirichlet or Neumann boundary conditions, containing a nonlocal term in the nonlinearities and, for solutions that blow up at some finite time, they derive lower bounds for the blow-up time. For other contributions in this field, see [3, 5, 6 ] and [7-9] for reaction-diffusion equations, and see [2] and [10-12] for systems.
In this paper we consider a class of reaction-diffusion equations where a space integral is present on the boundary condition and time dependent coefficients are present both in the nonlinearity term and in the boundary condition. Our aim is to introduce conditions on the data and geometry of the spatial domain, sufficient for the solution to blow up in finite time $t^{*}$. Moreover, lower and upper bounds are derived. More precisely we consider the following problem:

$$
\begin{align*}
& u_{t}=\Delta u+K_{1}(t) f(u), \quad x \in \Omega, t \in\left(0, t^{*}\right),  \tag{1}\\
& \frac{\partial u}{\partial v}=K_{2}(t) \int_{\Omega} g(u) d x, \quad x \in \partial \Omega, t \in\left(0, t^{*}\right),  \tag{2}\\
& u(x, 0)=u_{0}(x) \geq 0, \quad x \in \Omega \tag{3}
\end{align*}
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^{N}$, with smooth boundary, $\frac{\partial u}{\partial \nu}$ is the outward normal derivative of $u$ on the boundary $\partial \Omega, f(s), g(s), u_{0}(x)$ are smooth non-negative functions, $t^{*}$ is the blow-up time if blow-up occurs, and the time dependent coefficients $K_{i}(t), i=1,2$, are positive and regular functions. Moreover, $u_{0}(x)$ satisfies the compatibility condition on the boundary. Note that $u \geq 0$ for the maximum principle. The results are based on some Sobolev type inequalities [12] and differential inequality techniques.

If $K_{2}=0$, (2) becomes the usual Neumann boundary condition and we obtain the PaynePhilippin's result contained in [5], Theorem 2.

Now we state the main theorems of this paper.
Theorem 1.1 Let $u(x, t)$ be a (non-negative) classical solution of problem (1)-(3) with $\Omega a$ bounded convex domain in $\mathbb{R}^{3}$ with the origin inside.
Assume that the functions $f$ and $g$ satisfy

$$
\begin{equation*}
0 \leq f(s) \leq s^{p}, \quad s>0, \quad 0 \leq g(\eta) \leq \eta^{q}, \quad \eta>0, p>q \geq 2, \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
n>\max \left(\frac{1}{p-1}, \frac{q}{2(p-1)}\right) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{K_{1}^{\prime}(t)}{K_{1}(t)} \leq \beta, \quad \beta \geq 0 \tag{6}
\end{equation*}
$$

Define

$$
\begin{equation*}
\Phi(t):=K_{1}^{2 n}(t) \int_{\Omega} u^{2 n(p-1)} d x \tag{7}
\end{equation*}
$$

If the solution $u(x, t)$ becomes unbounded in $\Phi$-measure at time $t^{*}$, then

$$
\begin{equation*}
t^{*} \geq T \tag{8}
\end{equation*}
$$

where $T$ is implicitly given as

$$
\begin{equation*}
\int_{0}^{T} \tilde{B}(\tau) e^{2 \mathcal{A}(\tau)} d \tau=\frac{1}{2}(\Phi(0))^{-2} \tag{9}
\end{equation*}
$$

where $\mathcal{A}(t)$ and $\tilde{B}(t)$ are two suitable positive functions.
Theorem 1.2 Let $u(x, t)$ be a (non-negative) classical solution of (1)-(3) with $\Omega$ a bounded domain in $\mathbb{R}^{N}$. Assume that the functions $f$ and $g$ satisfy

$$
\begin{equation*}
f(s) \geq s^{p}, \quad s>0, \quad g(\eta) \geq \eta^{q}, \quad \eta>0, p>q>1 . \tag{10}
\end{equation*}
$$

Moreover, assume

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{0}^{t} K(\tau) d \tau=\infty, \quad K(t)=|\partial \Omega||\Omega|^{1-q} K_{2}(t)+|\Omega|^{1-p}(\Psi(0))^{p-q} K_{1}(t) \tag{11}
\end{equation*}
$$

with

$$
\begin{equation*}
\Psi(t)=\int_{\Omega} u(x, t) d x \tag{12}
\end{equation*}
$$

Then no solution $u(x, t)$ can exist for all time, but it blows up in $L^{1}$ and hence in $L^{r}$ norm, $r>1$, at time $t^{*}$, with $t^{*} \leq T$ and $T$ implicitly defined by

$$
\begin{equation*}
\int_{0}^{T} K(\tau) d \tau=\frac{(\Psi(0))^{1-q}}{q-1} \tag{13}
\end{equation*}
$$

The paper is organized as follows. In Section 2 we obtain a lower bound for $t^{*}$ under the hypothesis of convexity of $\Omega$ and suitable conditions on data and time dependent coefficients.

In Section 3, we consider the problem (1)-(3) under conditions on the data which ensure that no solution can exist for all time. In fact the solution blows up at some finite time $t^{*}$ in $L^{1}$ and hence in $L^{r}$ norm ( $r>1$ ) and upper bounds for $t^{*}$ are derived. We note that we obtain blow-up, even if the coefficients are constants and also for $K_{i}(t)$ functions decreasing not too fast at infinity.

For physical motivation of such problems we refer the reader to [13-16] and the references therein.

## 2 Lower bounds

First we state an inequality that plays a basic role in the proofs of our results.

Lemma 2.1 Let $W$ be any non-negative $C^{1}$ function and $\Omega$ a bounded convex domain in $\mathbb{R}^{N}, N \geq 2$, with the origin inside. Then, for any $m \geq 1$, the following inequality holds:

$$
\begin{align*}
\int_{\partial \Omega} W^{m} d s \leq & |\Omega|^{\frac{1}{m+1}}\left\{\frac{N}{\rho_{0}}\left[\int_{\Omega} W^{m+1} d x\right]^{\frac{m}{m+1}}\right. \\
& \left.+\frac{m d}{\rho_{0}}\left[\int_{\Omega} W^{m+1} d x\right]^{\frac{m-1}{2(m+1)}}\left[\int_{\Omega} W^{m-1}|\nabla W|^{2} d x\right]^{\frac{1}{2}}\right\} \tag{14}
\end{align*}
$$

where

$$
\begin{equation*}
\rho_{0}:=\inf _{\partial \Omega}\left(\sum_{1}^{N} x_{i} v_{i}\right)>0 \quad \text { and } \quad d^{2}:=\max _{\bar{\Omega}}\left(\sum_{1}^{N} x_{i} x_{i}\right), \quad i=1, \ldots, N . \tag{15}
\end{equation*}
$$

Proof We start from the following Sobolev type inequality derived in [8] and [9]:

$$
\begin{equation*}
\int_{\partial \Omega} W^{m} d s \leq \frac{N}{\rho_{0}} \int_{\Omega} W^{m} d x+\frac{m d}{\rho_{0}} \int_{\Omega} W^{m-1}|\nabla W| d x \tag{16}
\end{equation*}
$$

By applying the Hölder inequality, the first term on the right of (16) becomes

$$
\begin{equation*}
\int_{\Omega} W^{m} d x \leq|\Omega|^{\frac{1}{m+1}}\left(\int_{\Omega} W^{m+1} d x\right)^{\frac{m}{m+1}} \tag{17}
\end{equation*}
$$

Moreover, by applying the Schwarz and Hölder inequalities to the second term on the right of (16) we get

$$
\begin{align*}
\int_{\Omega} W^{m-1}|\nabla W| d x & \leq\left(\int_{\Omega} W^{m-1} d x\right)^{\frac{1}{2}}\left(\int_{\Omega} W^{m-1}|\nabla W|^{2} d x\right)^{\frac{1}{2}} \\
& \leq|\Omega|^{\frac{1}{m+1}}\left(\int_{\Omega} W^{m+1} d x\right)^{\frac{m-1}{2(m+1)}}\left(\int_{\Omega} W^{m-1}|\nabla W|^{2} d x\right)^{\frac{1}{2}} \tag{18}
\end{align*}
$$

By inserting (17) and (18) in (16), we get (14).

Our aim is now to derive a lower bound for $t^{*}$.
We assume that $u(x, t)$ becomes unbounded at some finite time $t^{*}$, and under the conditions of Theorem 1.1, we derive a lower bound for $t^{*}$, which works for values of $u_{0}$ not too small.

For brevity, we let $z=2 n(p-1)$ and $K_{i}:=K_{i}(t), i=1,2$. We recall that from (5) we have $z>2$. We compute

$$
\begin{equation*}
\Phi^{\prime}(t) \leq 2 n \frac{K_{1}^{\prime}}{K_{1}} \Phi+z K_{1}^{2 n} \int_{\Omega} u^{z-1}\left[\Delta u+K_{1} f(u)\right] d x \tag{19}
\end{equation*}
$$

By applying the divergence theorem, boundary conditions (2) and (4), we have

$$
\begin{align*}
\int_{\Omega} u^{z-1} \Delta u & =\int_{\partial \Omega} u^{z-1} u_{\nu} d s-[z-1] \int_{\Omega} u^{z-2}|\nabla u|^{2} d x \\
& \leq K_{2}(t) \int_{\Omega} u^{q} d x \int_{\partial \Omega} u^{z-1} d s-[z-1] \int_{\Omega} u^{z-2}|\nabla u|^{2} d x . \tag{20}
\end{align*}
$$

For convenience, set $v=u^{\frac{z}{2}}$; we get

$$
\begin{equation*}
|\nabla v|^{2}=\frac{z^{2}}{4} u^{z-2}|\nabla u|^{2} \tag{21}
\end{equation*}
$$

We now replace (20), (21) in (19) and use (6) to obtain

$$
\begin{align*}
\Phi^{\prime}(t) \leq & 2 n \beta \Phi+z K_{1}^{2 n+1} \int_{\Omega} v^{2+\frac{1}{n}} d x-\frac{4(z-1)}{z} K_{1}^{2 n} \int_{\Omega}|\nabla v|^{2} d x \\
& +z K_{1}^{2 n} K_{2} \int_{\Omega} u^{q} d x \int_{\partial \Omega} u^{z-1} d s . \tag{22}
\end{align*}
$$

To estimate the second term on the right-hand side of (22) we use the inequality (3.8) in [5], i.e.

$$
\begin{align*}
K_{1}^{2 n+1} \int_{\Omega} v^{2+\frac{1}{n}} d x & \leq \frac{n-1}{n \gamma} K_{1}^{2 n} \int_{\Omega} v^{2} d x+\frac{\gamma^{n-1}}{n} K_{1}^{3 n} \int_{\Omega} v^{3} d x \\
& =\frac{n-1}{n \gamma} \Phi+\frac{\gamma^{n-1}}{n} K_{1}^{3 n} \int_{\Omega} v^{3} d x \tag{23}
\end{align*}
$$

where $\gamma$ is an arbitrary positive constant to be chosen later.
Now we estimate the second term in (23) by using (7) and the inequalities (48), (51) in [5], valid in a convex domain $\Omega \subset \mathbb{R}^{3}$. We obtain

$$
\begin{align*}
K_{1}^{3 n} \int_{\Omega} v^{3} d x & \leq\left[\lambda \Phi+\mu\left(K_{1}^{2 n} \Phi \int_{\Omega}|\nabla v|^{2} d x\right)^{\frac{1}{2}}\right]^{\frac{3}{2}} \\
& \leq \sqrt{2}\left[\lambda^{\frac{3}{2}} \Phi^{\frac{3}{2}}+\mu^{\frac{3}{2}} \Phi^{\frac{3}{4}}\left(K_{1}^{2 n} \int_{\Omega}|\nabla v|^{2} d x\right)^{\frac{3}{4}}\right] \\
& \leq \sqrt{2}\left[\lambda^{\frac{3}{2}} \Phi^{\frac{3}{2}}+\mu^{\frac{3}{2}}\left(\frac{1}{4 \sigma^{3}} \Phi^{3}+\frac{3}{4} \sigma K_{1}^{2 n} \int_{\Omega}|\nabla v|^{2} d x\right)\right] \tag{24}
\end{align*}
$$

with $\lambda=\frac{\sqrt{3}}{2 \rho_{0}}, \mu=\frac{1}{\sqrt{3}}\left(1+\frac{d}{\rho_{0}}\right), \rho_{0}$ and $d$ in (15) with $N=3$, and $\sigma>0$ is an arbitrary constant.

Note that deriving the second and third inequality in (24), we make use of the inequality

$$
\begin{equation*}
(a+b)^{\frac{3}{2}} \leq \sqrt{2}\left(a^{\frac{3}{2}}+b^{\frac{3}{2}}\right), \quad a>0, b>0, \tag{25}
\end{equation*}
$$

and of the arithmetic inequality

$$
\begin{equation*}
a^{r} b^{1-r} \leq r a+(1-r) b, \quad a>0, b>0, r \in(0,1) . \tag{26}
\end{equation*}
$$

Inserting (23) and (24) in (22) we get

$$
\begin{align*}
\Phi^{\prime}(t) \leq & \left(2 n \beta+\frac{2(n-1)(p-1)}{\gamma}\right) \Phi \\
& +2^{\frac{3}{2}} \gamma^{n-1}(p-1) \lambda^{\frac{3}{2}} \Phi^{\frac{3}{2}}+\frac{\sqrt{2}}{2} \frac{(p-1) \gamma^{n-1} \mu^{\frac{3}{2}}}{\sigma^{3}} \Phi^{3} \\
& +\left\{\frac{3 \sqrt{2}}{2}(p-1) \gamma^{n-1} \mu^{\frac{3}{2}} \sigma-\frac{4[z-1]}{z}\right\} J+z K_{1}^{2 n} K_{2} \int_{\Omega} u^{q} d x \int_{\partial \Omega} u^{z-1} d s, \tag{27}
\end{align*}
$$

where $J:=K_{1}^{2 n} \int_{\Omega}|\nabla v|^{2} d x$.
We now estimate separately the two factors in the last term in (27). For the first, making use of Lemma 2.1 with $m=z-1$ and $W=u, N=3$ we have

$$
\begin{align*}
& K_{1}^{2 n} \int_{\partial \Omega} u^{z-1} d s \\
& \quad \leq K_{1}^{2 n}|\Omega|^{\frac{1}{z}}\left\{\frac{3}{\rho_{0}}\left(\int_{\Omega} u^{z} d x\right)^{\frac{z-1}{z}}+(z-1) \frac{d}{\rho_{0}}\left(\int_{\Omega} u^{z} d x\right)^{\frac{z-2}{2 z}}\left(\int_{\Omega} u^{z-2}|\nabla u|^{2} d x\right)^{\frac{1}{2}}\right\} \\
& \quad \leq|\Omega|^{\frac{1}{z}}\left\{K_{1}^{\frac{1}{p-1}} \frac{3}{\rho_{0}} \Phi^{\frac{z-1}{z}}+2 \frac{(z-1)}{z} \frac{d}{\rho_{0}} K_{1}^{\frac{1}{p-1}} \Phi^{\frac{z-2}{2 z}} J^{\frac{1}{2}}\right\} . \tag{28}
\end{align*}
$$

In the second, by using the Hölder inequality and hypothesis (5), we obtain

$$
\begin{equation*}
\int_{\Omega} u^{q} d x \leq\left(\int_{\Omega} u^{z} d x\right)^{\frac{q}{z}}|\Omega|^{\frac{z-q}{z}}=\Phi^{\frac{q}{z}}|\Omega|^{1-\frac{q}{z}} K_{1}^{-\frac{q}{p-1}} \tag{29}
\end{equation*}
$$

By using (28) and (29), we get

$$
\begin{align*}
& K_{1}^{2 n} \int_{\partial \Omega} u^{z-1} d s \int_{\Omega} u^{q} d x \\
& \quad \leq|\Omega|^{\frac{1}{z}}\left[\frac{3}{\rho_{0}} K_{1}^{\frac{1}{(p-1)}} \Phi^{1-\frac{1}{z}}+\frac{2(z-1)}{z} \frac{d}{\rho_{0}} K_{1}^{\frac{1}{(p-1)}} \Phi^{\frac{z-2}{2 z}} J^{\frac{1}{2}}\right]\left[\Phi^{\frac{q}{z}}|\Omega|^{\frac{z-q}{z}} K_{1}^{-\frac{q}{p-1}}\right] \\
& \quad=|\Omega|^{1+\frac{1-q}{z}} K_{1}^{\frac{1-q}{p-1}}\left[\frac{3}{\rho_{0}} \Phi^{1+\frac{q-1}{z}}+\frac{2(z-1)}{z} \frac{d}{\rho_{0}} \Phi^{\frac{1}{2}+\frac{q-1}{z}} J^{\frac{1}{2}}\right] \\
& \quad \leq|\Omega|^{1+\frac{1-q}{z}} K_{1}^{\frac{1-q}{p-1}}\left[\frac{3}{\rho_{0}} \Phi^{1+\frac{q-1}{z}}+\frac{2(z-1)}{z} \frac{d}{\rho_{0}}\left(\frac{1}{2 \epsilon} \Phi^{1+2 \frac{q-1}{z}}+\frac{\epsilon}{2} J\right)\right], \tag{30}
\end{align*}
$$

where in the last inequality we use (26) with $\epsilon>0$ arbitrary.

We now replace (30) in (27) to have

$$
\begin{equation*}
\Phi^{\prime}(t) \leq A \Phi+B \Phi^{\frac{3}{2}}+C \Phi^{3}+D \Phi^{1+\frac{q-1}{z}}+E \Phi^{1+2 \frac{q-1}{z}}+F J, \tag{31}
\end{equation*}
$$

with

$$
\left\{\begin{align*}
& A:=2 n \beta+\frac{2(n-1)(p-1)}{\gamma},  \tag{32}\\
& B:=(2 \lambda)^{\frac{3}{2}}(p-1) \gamma^{n-1} \\
& C:=\frac{\sqrt{2}}{2} \frac{(p-1)}{\sigma^{3}} \gamma^{n-1} \mu^{\frac{3}{2}} \\
& D(t):=\frac{3}{\rho_{0}} z K_{2} K_{1}^{\frac{1-q}{p-1}}|\Omega|^{1+\frac{1-q}{z}} \\
& E(t):=\frac{d}{\rho_{0}} \frac{z-1}{\epsilon} K_{2} K_{1}^{\frac{1-q}{p-1}}|\Omega|^{1+\frac{1-q}{z}} \\
& F(t):=\frac{3}{\sqrt{2}}(p-1) \gamma^{n-1} \mu^{\frac{3}{2}} \sigma-4\left(\frac{z-1}{z}\right) \\
& \quad(z-1) \frac{d}{\rho_{0}} \epsilon K_{2} K_{1}^{\frac{1-q}{p-1}}|\Omega|^{1+\frac{1-q}{z}} .
\end{align*}\right.
$$

We now choose $\gamma, \sigma, \epsilon$ positive constants such that $F \equiv 0$.
A possible choice of $\gamma, \sigma, \epsilon$, is

$$
\left\{\begin{array}{l}
\gamma:=1,  \tag{33}\\
\sigma:=\frac{2 \sqrt{2}}{3} \frac{z-1}{z(p-1) \mu^{\frac{3}{2}}} \\
\epsilon:=\frac{2 \rho_{0}}{z d} K_{2}^{-1} K_{1}^{\frac{q-1}{p-1}}|\Omega|^{\frac{q-1}{z}-1}
\end{array}\right.
$$

Then

$$
\left\{\begin{array}{l}
A:=2 n \beta+2(n-1)(p-1),  \tag{34}\\
B:=(2 \lambda)^{\frac{3}{2}}(p-1) \\
C:=\frac{(p-1)^{4}}{2^{5}}\left(\frac{3 z}{z-1} \mu^{2}\right)^{3}, \\
D:=\frac{3}{\rho_{0}} z K_{2} K_{1}^{\frac{1-q}{p-1}}|\Omega|^{1+\frac{1-q}{z}}, \\
E:=\frac{z}{2}(z-1)\left(\frac{d}{\rho_{0}} K_{2} K_{1}^{\frac{1-q}{p-1}}|\Omega|^{1+\frac{1-q}{z}}\right)^{2} .
\end{array}\right.
$$

Note that $A, B, C$ are positive constants, whereas $D$ and $E$ may depend on the time through the coefficients $K_{1}$ and $K_{2}$.
In order to simplify (31), set

$$
Q:=\frac{q-1}{2(p-1)},
$$

and we obtain $\Phi^{1+\frac{(q-1)}{z}}=\Phi^{1+\frac{Q}{n}}$ and $\Phi^{1+\frac{2(q-1)}{z}}=\Phi^{1+\frac{2 Q}{n}}$. Now (31) can be rewritten (with $F=0$ ) as

$$
\begin{equation*}
\Phi^{\prime}(t) \leq A \Phi+B \Phi^{\frac{3}{2}}+C \Phi^{3}+D(t) \Phi^{1+\frac{Q}{n}}+E(t) \Phi^{1+\frac{2 Q}{n}} \tag{35}
\end{equation*}
$$

In the second term in (35) we now use the Schwarz inequality to obtain

$$
\begin{equation*}
\Phi^{\frac{3}{2}}=\Phi^{\frac{3}{4}}\left(\Phi^{3}\right)^{\frac{1}{4}}=\left(C_{1}^{-\frac{1}{3}} \Phi\right)^{\frac{3}{4}}\left(C_{1} \Phi^{3}\right)^{\frac{1}{4}} \leq \frac{3}{4} C_{1}^{-\frac{1}{3}} \Phi+\frac{C_{1}}{4} \Phi^{3} . \tag{36}
\end{equation*}
$$

Moreover, since $n>Q$, we write

$$
\begin{align*}
\Phi^{1+\frac{Q}{n}} & =\Phi^{1-\frac{Q}{2 n}}\left(\Phi^{3}\right)^{\frac{Q}{2 n}}=\left(C_{2}^{M_{1}} \Phi\right)^{1-\frac{Q}{2 n}}\left(C_{2} \Phi^{3}\right)^{\frac{Q}{2 n}} \\
& \leq\left(1-\frac{Q}{2 n}\right) C_{2}^{M_{1}} \Phi+\frac{Q}{2 n} C_{2} \Phi^{3}, \tag{37}
\end{align*}
$$

with $M_{1}:=\left(1-\frac{2 n}{Q}\right)^{-1}$, and $C_{2}$ an arbitrary positive constant.
Analogously

$$
\begin{align*}
\Phi^{1+\frac{2 Q}{n}} & =\Phi^{1-\frac{Q}{n}}\left(\Phi^{3}\right)^{\frac{Q}{n}} \\
& =\left(C_{3}^{M_{2}} \Phi\right)^{1-\frac{Q}{n}}\left(C_{3} \Phi^{3}\right)^{\frac{Q}{n}} \leq\left(1-\frac{Q}{n}\right) C_{3}^{M_{2}} \Phi+\frac{Q}{n} C_{3} \Phi^{3}, \tag{38}
\end{align*}
$$

where we again use (26) with $M_{2}:=\left(1-\frac{n}{Q}\right)^{-1}$, and $C_{3}>0$ an arbitrary positive constant.
Moreover, we insert (36), (37), and (38) in (35) so that the differential inequality (35) can be rewritten as

$$
\begin{equation*}
\Phi^{\prime}(t) \leq \tilde{A} \Phi+\tilde{B} \Phi^{3}, \tag{39}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
\tilde{A}(t):=A+E\left(1-\frac{Q}{n}\right) C_{3}^{M_{2}}+D\left(1-\frac{Q}{2 n}\right) C_{2}^{M_{1}}+B \frac{3}{4 C_{1}^{\frac{1}{3}}},  \tag{40}\\
\tilde{B}(t):=C+\frac{Q}{n} E C_{3}+\frac{Q}{2 n} D C_{2}+\frac{C_{1}}{4} B .
\end{array}\right.
$$

From (39) we can write

$$
-\frac{1}{2}\left(\Phi^{-2}\right)^{\prime}=\Phi^{\prime} \Phi^{-3} \leq \tilde{A} \Phi^{-2}+\tilde{B}
$$

and we set $\phi(t):=\Phi^{-2}$ to obtain

$$
\begin{equation*}
\phi^{\prime}+2 \tilde{A} \phi \geq-2 \tilde{B} . \tag{41}
\end{equation*}
$$

Then define $\mathcal{A}(t):=\int_{0}^{t} \tilde{A}(\tau) d \tau$, and (41) may be rewritten as

$$
\left(\phi e^{2 \mathcal{A}(t)}\right)^{\prime} \geq-2 \tilde{B}(t) e^{2 \mathcal{A}(t)}
$$

From this we obtain

$$
\phi(t) e^{2 \mathcal{A}(t)}-\phi(0) \geq-2 \int_{0}^{t} \tilde{B}(\tau) e^{2 \mathcal{A}(\tau)} d \tau
$$

i.e.

$$
\begin{equation*}
\Phi^{-2}(t)=\phi(t) \geq\left[\phi(0)-2 \int_{0}^{t} \tilde{B}(\tau) e^{2 \mathcal{A}(\tau)} d \tau\right] e^{-2 \mathcal{A}(t)}:=\theta(t) . \tag{42}
\end{equation*}
$$

Then if $\theta(T)=0$, we have

$$
t^{*} \geq T
$$

Clearly $T$ is implicitly given by (9).

Remark 1 Note that the bound (9) is a good estimate of $t^{*}$ because we consider our problem (1)-(3) with initial data $u_{0}(x)$ not too small. For instance we can choose $u_{0}(x)$ such that $\int_{\Omega} u_{0}^{2 n(p-1)}(x) d x>\frac{\xi}{K_{1}^{2 n}(0)}$.

Remark 2 If $K_{1}$ and $K_{2}$ are constants then $\tilde{A}$ and $\tilde{B}$ are constants.
In this case we have

$$
T=\frac{1}{2 \tilde{A}} \log \left(1+\frac{\tilde{A}}{\tilde{B}}(\Phi(0))^{-2}\right) .
$$

## 3 Blow-up of $\boldsymbol{u}$ in finite time and upper bounds. Proof of Theorem 1.2

In this section we establish that under the hypotheses of Theorem 1.2, no solution can exist for all time, but it blows up in $L^{1}$ and hence in $L^{r}$ norm, $r>1$, at time $t^{*}$. Then an upper bound of $t^{*}$ is obtained.

To this end we compute

$$
\begin{align*}
\Psi^{\prime}(t) & =\int_{\Omega} \Delta u d x+K_{1}(t) \int_{\Omega} f(u) d x \\
& =K_{2}|\partial \Omega| \int_{\Omega} g(u) d x+K_{1} \int_{\Omega} f(u) d x \geq K_{2}|\partial \Omega| \int_{\Omega} u^{q} d x+K_{1} \int_{\Omega} u^{p} d x, \tag{43}
\end{align*}
$$

where in the last inequality we used (10).
For any $\delta>1$, by the Hölder inequality

$$
\int_{\Omega} u d x \leq\left(\int_{\Omega} u^{\delta} d x\right)^{\frac{1}{\delta}}|\Omega|^{\frac{\delta-1}{\delta}}
$$

we have

$$
\begin{equation*}
\int_{\Omega} u^{\delta} d x \geq \Psi^{\delta}|\Omega|^{1-\delta} \tag{44}
\end{equation*}
$$

By using (44) in (43) we get

$$
\begin{equation*}
\Psi^{\prime}(t) \geq K_{2}(t)|\partial \Omega||\Omega|^{1-q} \Psi^{q}+K_{1}(t)|\Omega|^{1-p} \Psi^{p} . \tag{45}
\end{equation*}
$$

Now we observe that the function $\Psi$ is non-decreasing, then $\Psi(t) \geq \Psi(0)>0$.
Since $p>q>1$,

$$
\left(\frac{\Psi(t)}{\Psi(0)}\right)^{q} \leq\left(\frac{\Psi(t)}{\Psi(0)}\right)^{p},
$$

i.e.

$$
\begin{equation*}
\Psi^{p}(t) \geq \Psi^{q}(t)(\Psi(0))^{p-q} \tag{46}
\end{equation*}
$$

By inserting (46) in (45), we have

$$
\begin{equation*}
\Psi^{\prime}(t) \geq K(t) \Psi^{q} \tag{47}
\end{equation*}
$$

with $K(t)$ defined in (11).
Now we integrate (47) from 0 to $t$ and we obtain the inequality

$$
\begin{equation*}
(\Psi(t))^{1-q}-(\Psi(0))^{p-q} \leq-(q-1) \int_{0}^{t} K(\tau) d \tau, \quad t \in\left(0, t^{*}\right) \tag{48}
\end{equation*}
$$

Using (11) we see that the inequality (48) cannot hold for all time, but $u$ will blow up in $L^{1}$ norm (hence in $L^{r}$ norm, $r>1$ ) at a finite time $t^{*}$ and

$$
\begin{equation*}
\int_{0}^{t^{*}} K(\tau) d \tau \leq \int_{0}^{T} K(\tau) d \tau:=\frac{(\Psi(0))^{1-q}}{q-1} . \tag{49}
\end{equation*}
$$

Moreover, let $k(t)=\int_{0}^{t} K(\tau) d \tau$. Since $k$ is increasing, there exists the inverse function $k^{-1}$ and we can write

$$
t^{*} \leq k^{-1}\left(\frac{(\Psi(0))^{1-q}}{q-1}\right)
$$

which is the desired upper bound of $t^{*}$.
Another upper bound for $t^{*}$ can be obtained by means of a new auxiliary function $\chi(t)$ so defined:

$$
\begin{equation*}
\chi(t)=K_{2}^{\frac{1}{q-1}}(t) \int_{\Omega} u d x, \quad q>1, \tag{50}
\end{equation*}
$$

with $K_{2}(t)$ satisfies

$$
\begin{equation*}
\frac{K_{2}^{\prime}(t)}{K_{2}(t)} \geq \tilde{\beta}>0 \tag{51}
\end{equation*}
$$

Under this condition no (non-negative) solution $u(x, t)$ of problem (1)-(3) can exist for all time, but it blows up in $\chi$ norm at time $t^{*}$, with $t^{*} \leq T$ and $T$ implicitly defined by

$$
\begin{equation*}
\int_{0}^{T} \tilde{K}(\tau) e^{\tilde{\beta} \tau} d \tau=\frac{(\chi(0))^{1-q}}{q-1} \tag{52}
\end{equation*}
$$

In fact, following the proof of Theorem 1.2, we obtain the differential inequality

$$
\begin{equation*}
\chi^{\prime}(t) \geq \frac{\tilde{\beta}}{q-1} \chi+\tilde{K}(t) \chi^{q} \tag{53}
\end{equation*}
$$

where $\tilde{K}(t)=|\partial \Omega||\Omega|^{1-q}+(\chi(0))^{p-q} K_{1} K_{2}^{\frac{1-p}{q-1}}|\Omega|^{1-p}$.
Integrating (53) over [0, t], we obtain

$$
\begin{equation*}
e^{\tilde{\beta} t} \chi(t)^{1-q} \leq(\chi(0))^{1-q}-(q-1) \int_{0}^{t} \tilde{K}(\tau) e^{\tilde{\beta} \tau} d \tau . \tag{54}
\end{equation*}
$$

We see that the inequality (54) cannot hold for all time, but $u$ will blow up in $\chi$ norm at a finite time $t^{*}$. At the end we get the upper bound $T$, with $T$ implicitly defined by (52).

Remark The result can be extended to the case $\tilde{\beta}=0$. In fact, by (53) we get

$$
\chi^{\prime}(t) \geq \tilde{K}(t) \chi^{q} .
$$

By assuming that

$$
\lim _{t \rightarrow \infty} \int_{0}^{t} \tilde{K}(\tau) d \tau=\infty
$$

we conclude that the solution blows up in $\chi$ norm at time $t^{*}$, with $t^{*} \leq T$ and $T$ implicitly defined by

$$
\int_{0}^{T} \tilde{K}(\tau) d \tau=\frac{(\chi(0))^{1-q}}{q-1}
$$
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