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The classical Bernstein pointwise estimate of the (first) derivative of a univariate alge-
braic polynomial on an interval has natural extensions to the multivariate setting. How-
ever, in several variables the domain of boundedness, even if convex, has a considerable
geometric variety. In 1990, Y. Sarantopoulos satisfactorily settled the case of a centrally
symmetric convex body by a method we may call “the method of inscribed ellipses.” On
the other hand, for the general case of nonsymmetric convex bodies we are only within
a constant factor of an exact inequality. The best known results suggest relevance of the
generalized Minkowski functional, and a natural conjecture for the exact Bernstein fac-
tor was formulated with this geometric quantity. This work deals with the most natural
and simple nonsymmetric case, that of a standard simplex in Rd, and computes the exact
yield of the method of inscribed ellipses. Although the known general estimates of the
Bernstein factor are improved for the simplex here, we find that not even the exact yield
of the inscribed ellipse method reaches the conjecture. However, we also show that for an
arbitrary convex body the subset of ridge polynomials satisfies the conjecture.

1. Introduction

If a univariate algebraic polynomial p is given with degree at most n, then by the classical
Bernstein-Szegő inequality (see [1, 10, 11]), we have

∣∣p′(x)∣∣≤ n
√
‖p‖2C[a,b]− p2(x)√
(b− x)(x− a)

(a < x < b). (1.1)

This inequality is sharp for every n and every point x ∈ (a,b), as

sup




∣∣p′(x)∣∣√
‖p‖2C[a,b]− p2(x)

: deg p ≤ n,
∣∣p(x)∣∣ < ‖p‖C[a,b]


=

n√
(b− x)(x− a)

. (1.2)

We may say that the upper estimate (1.1) is exact, and the right-hand side is just the
“true Bernstein factor” of the problem.
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In the multivariate setting a number of extensions were proved for this classical result.
However, due to the geometric variety of possible convex sets replacing intervals of R,
our present knowledge is still not final. The exact Bernstein inequality is known only
for symmetric convex bodies, and we are within a bound of some constant factor in the
general, nonsymmetric case.

For more precise notation we may define formally for any topological vector space X ,
a subset K ⊂ X , and a point x ∈ K the nth “Bernstein factor” as

Bn(K ,x) := 1
n
sup




∥∥Dp(x)
∥∥√

‖p‖2C(K)− p2(x)
: deg p ≤ n,

∣∣p(x)∣∣ < ‖p‖C(K)

 , (1.3)

where Dp(x) is the derivative of p at x, and even for an arbitrary unit vector y ∈ X

Bn(K ,x,y) := 1
n
sup




〈
Dp(x),y

〉
√
‖p‖2C(K)− p2(x)

: deg p ≤ n,
∣∣p(x)∣∣ < ‖p‖C(K)


 . (1.4)

In the present paper, first we study the standard simplex of the d-dimensional Eu-
clidean space Rd. We find the exact yield of the possibly nicest available method—the
method of inscribed ellipses, introduced into the subject by Sarantopoulos [9]—for ar-
bitrary interior points of this nonsymmetric convex body. It will be seen that for this
particular case this calculation improves upon the previously known general estimate.
On the other hand, the perhaps most intriguing conjecture in the topic, which relates
the “true Bernstein factor” to the “generalized Minkowski functional,” remains still open
even for the standard simplex.

On the other hand, all known lower estimates use ridge polynomials some way. So it
is of interest to test, whether ridge polynomials can be used to disprove the conjecture. It
turns out that ridge polynomials always satisfy the above-mentioned conjecture, even for
general convex bodies in arbitrary normed spaces.

2. A review of Sarantopoulos’ method of inscribed ellipses

Recall that a convex body in a topological vector space X (e.g., in Rd) is a bounded, closed
convex set that has a nonempty interior. Polynomials and continuous polynomials are
defined over topological vector spaces, see, for example, [2]. The set of continuous poly-
nomials over X will be denoted by � = �(X) and polynomials in � with degree not
exceeding n by �n =�n(X). In this section, we review the inscribed ellipse method. Al-
though for the reader’s convenience we include short proofs, we emphasize that, unless
otherwise stated, results in this section are due to Sarantopoulos [9].

Lemma 2.1 (inscribed ellipse lemma). Let K be any subset in a vector space X . Suppose that
x ∈ K and the ellipse

r(t)= cos ta+ b sin ty+ x− a
(
t ∈ [−π,π)) (2.1)
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lies inside K . Then for any polynomial pn of degree at most n the Bernstein-type inequality

∣∣〈Dpn(x),y
〉∣∣≤ n

b

√∥∥pn∥∥2C(K)− p2n(x) (2.2)

holds true.

Proof. Consider the trigonometric polynomial T(t) := pn(r(t)) of degree at most n. Since
r(t) ⊂ K we clearly have ‖T‖ ≤ ‖pn‖C(K). According to the Bernstein-Szegő inequality
[10] (see also [11]) for trigonometric polynomials,

∣∣T′(t)∣∣≤ n
√
‖T‖2−T(t)2 ≤ n

√∥∥pn∥∥2C(K)− pn
(
r(t)

)2
(∀t ∈R). (2.3)

In particular, for t = 0, we get

∣∣T′(0)∣∣≤ n

√∥∥pn∥∥2C(K)− p2n(x). (2.4)

By the chain rule

T′(0)= 〈
Dpn

(
r(0)

)
,r′(0)

〉= 〈
Dpn(x),by

〉
, (2.5)

which completes the proof. �

The Minkowski functional [5] of a convex body K is defined by

ϕ(x) := ϕ(K ,x) := inf{λ > 0 : x ∈ λK}. (2.6)

Clearly, ‖x‖K := ϕ(x) is a norm on X if and only if K is centrally symmetric with respect
to the origin. If K is not centrally symmetric, the same functional can be used; however,
there is another extension, the “generalized Minkowski functional” α(K ,x), which also
goes back to Minkowski [5] and Radon [6], see also [3, 7]. For our present purposes we
define α(K ,x) for x∈ intK as follows. First, let

γ(K ,x) := inf

{
2

√‖x− a‖‖x−b‖
‖a−b‖ : a,b∈ ∂K , such that x∈ [a,b]

}
. (2.7)

Then we set

α(K ,x) :=
√
1− γ2(K ,x). (2.8)

For many other equivalent formulations, geometric properties, and applications in ap-
proximation theory, see [7] and the references therein.

Lemma 2.2. Let K be a centrally symmetric convex body in a vector space X and let x ∈ K .
The ellipse r(t)= cos tx+ b sin ty (t ∈ [−π,π)) lies in K whenever

‖y‖K = 1, b =
√
1−‖x‖2K . (2.9)
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Proof. The assertion is equivalent to ‖r(t)‖K ≤ 1 for every t. By the triangle and Cauchy
inequalities,

∥∥r(t)∥∥K ≤ |cos t|‖x‖K + b|sin t|‖y‖K ≤
√
cos2 t+ sin2 t

√
‖x‖2K + b2‖y‖2K = 1. (2.10)

Lemma 2.2 is proved. �

The maximal chord of K in direction v �= 0 is

τ(K ,v) := sup
{
λ > 0 : ∃y, z∈ K such that z= y+ λv

}
, (2.11)

see, for example, [12]. Note that in normed spaces thewidth of K isw(K) := inf{τ(K ,v) :
‖v‖ = 1}, see, for example, [7]. Mutatis mutandis to the previous lemma we can deduce
also the following variant.

Lemma 2.3. Let K be a centrally symmetric body in X , where (X ,‖ · ‖) is a normed space.
Let ϕK = ‖·‖K be the Minkowski functional (norm) generated by K . Then for every nonzero
vector y ∈ X the ellipse r(t)= cos tx+ b sin ty (t ∈ [−π,π)) lies in K with

b :=
√
1−ϕ2(K ,x)

ϕ(K ,y)
. (2.12)

Theorem 2.4. Let pn be any polynomial of degree at most n over the normed space X . Then
for any unit vector y ∈ X the following Bernstein-type inequality holds:

∣∣〈Dpn(x),y
〉∣∣≤ n

√∥∥pn∥∥2C(K)− p2n(x)√
1−‖x‖2K

. (2.13)

Proof. The proof follows from combining Lemmas 2.1 and 2.2. �

Theorem 2.5. Let K be a symmetric convex body and y a unit vector in the normed space
X . Let pn be any polynomial of degree at most n. Then,

∣∣〈Dpn(x),y
〉∣∣≤ 2n

√∥∥pn∥∥2C(K)− p2n(x)

τ(K ,y)
√
1−ϕ2(K ,x)

. (2.14)

In particular,

∥∥Dpn(x)
∥∥≤ 2n

√∥∥pn∥∥2C(K)− p2n(x)

w(K)
√
1−ϕ2(K ,x)

, (2.15)

where w(K) stands for the width of K .

Proof. Here we need to combine Lemmas 2.1 and 2.3 to obtain Theorem 2.5. �

It can be rather difficult to determine, or even to estimate the b-parameter of the “best
ellipse,” what can be inscribed into a convex body K through x ∈ K and tangential to
direction of y.
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Definition 2.6. For arbitrary K ⊂ X and x ∈ K , y ∈ X the corresponding “best ellipse
constants” are the extremal quantities

E(K ,x,y) := sup
{
b : r⊂ K with r as given in (2.1)

}
, (2.16)

E(K ,x) := inf
{
E(K ,x,y) : y ∈ X ,‖y‖ = 1

}
. (2.17)

Clearly, the inscribed ellipse method yields Bernstein-type estimates whenever we can
derive some estimate of the ellipse constants. In case of symmetric convex bodies, Saran-
topoulos’s Theorems 2.4 and 2.5 are sharp; for the nonsymmetric case we know only the
following result.

Theorem 2.7 (Kroó-Révész [4]). Let K be an arbitrary convex body, x ∈ intK and ‖y‖ =
1, where X can be an arbitrary normed space. Then,

∣∣〈Dpn(x),y
〉∣∣≤ 2n

√∥∥pn∥∥2C(K)− p2n(x)

τ(K ,y)
√
1−α(K ,x)

, (2.18)

for any polynomial pn of degree at most n. Moreover,

∥∥Dpn(x)
∥∥≤ 2n

√∥∥pn∥∥2C(K)− p2n(x)

w(K)
√
1−α(K ,x)

≤ 2
√
2n
√∥∥pn∥∥2C(K)− p2n(x)

w(K)
√
1−α2(K ,x)

. (2.19)

Note that in [4] the best ellipse is not found; the construction there gives only a good
estimate, but not an exact value of (2.16) or (2.17). In fact, here we quoted [4] in a
strengthened form: the original paper contains a somewhat weaker formulation only.

As mentioned above, one of the most intriguing questions of the topic is the following
conjecture, formulated first in [7].

Conjecture 2.8 (Révész and Sarantopoulos). Let X be a topological vector space, and let
K be a convex body in X . For every point x ∈ intK and every (bounded) polynomial p of
degree at most n over X , we have

∥∥Dp(x)
∥∥≤ 2n

√
‖p‖2C(K)− p2(x)

w(K)
√
1−α2(K ,x)

, (2.20)

where w(K) stands for the width of K .

3. The inscribed ellipse method for the standard simplex

We denote by �d
n the space of polynomials of d variables and total degree≤ n. Let Sd−1 :=

{x ∈ Rd : |x|2 = 1} be the unit sphere in Rd, where |x|2 := (
∑d

i=1 x
2
i )

1/2 is the Euclidean
norm of x = (x1, . . . ,xd) ∈ Rd. The derivative of pn ∈ �d

n in direction y ∈ Sd−1 will be
denoted by Dy pn.

Let

∆ := ∆d :=
{(

x1, . . . ,xd
)
: xi ≥ 0, i= 1, . . . ,d,

d∑
i=1

xi ≤ 1

}
(3.1)
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be the standard simplex in Rd. For fixed x = (x1, . . . ,xd) ∈ int∆, and y = (y1, . . . , yd),
|y|2 = 1, we consider the set of ellipses (2.1), where

a= (
a1, . . . ,ad

)∈Rd, b ∈R. (3.2)

Clearly the best ellipse constant of ∆ is the extremal quantity

E(∆,x,y)=max
{
b :

(
a1, . . . ,ad,b

)∈Ω
}
, (3.3)

where

Ω := {(
a1, . . . ,ad,b

)
: r(t)∈ ∆ for every t ∈ [−π,π)}⊂Rd+1. (3.4)

Lemma 3.1. The explicit formula

E(∆,x,y)=
{
y21
x1

+ ···+ y2d
xd

+

(
y1 + ···+ yd

)2
1− x1−···− xd

}−1/2
(3.5)

holds true.

Proof. In coordinate form

Ω :=
{(

a1, . . . ,ad,b
)
: ai cos t+ byi sin t+ xi− ai ≥ 0 (i= 1, . . . ,d),

cos t
d∑
i=1

ai + b sin t
d∑
i=1

yi +
d∑
i=1

xi−
d∑
i=1

ai ≤ 1∀t ∈ [−π,π)
}
.

(3.6)

We need the following simple lemma.

Lemma 3.2. The sets

� = {
(a,b,c) : acos t+ b sin t ≤ c ∀t ∈ [−π,π)},
�= {

(a,b,c) : c ≥ 0, a2 + b2 ≤ c2
} (3.7)

coincide.

Proof. If (a,b,c) ∈�, then c has to be nonnegative. The case a = b = 0 is trivial, so we
can assume that at least one of a and b is nonzero. Let ξ be defined to satisfy

sinξ = a√
a2 + b2

, cosξ = b√
a2 + b2

. (3.8)

Since for all t c ≥ acos t+ b sin t = sin(ξ + t)
√
a2 + b2, we obtain that a2 + b2 ≤ c2.
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Conversely, let (a,b,c)∈�. The Cauchy-Schwartz inequality gives (acos t+ b sin t)2 ≤
a2 + b2 ≤ c2, that is, (a,b,c)∈�, which concludes the proof. �

Using Lemma 3.2 and setting Z := b2, we arrive at the problem

max
{
Z : z := (

a1, . . . ,ad, Z
)∈Θ

}
, (3.9)

where

Θ :=

z : Z ≥ 0, Zy2i ≤ x2i − 2xiai (i= 1, . . . ,d), xi− ai ≥ 0 (i= 1, . . . ,d),

Z

( d∑
i=1

yi

)2

≤
(
1−

d∑
i=1

xi

)2

+ 2

(
1−

d∑
i=1

xi

) d∑
i=1

ai, 1−
d∑
i=1

xi +
d∑
i=1

ai ≥ 0


 .

(3.10)

Note that Θ ⊂ Rd+1 is bounded, hence compact. Indeed, x ∈ ∆ and the inequalities
ai ≤ xi, i= 1, . . . ,d,

∑d
i=1 ai ≥

∑d
i=1 xi− 1 imply that |ai| ≤ 1, i= 1, . . . ,d. At least one of yi,

i= 1, . . . ,d is different from zero. If yj �= 0, then

Z ≤ x2j − 2xjaj

y2j
≤ 3

y2j
. (3.11)

It follows that the optimal value of the problem (3.9) is finite.
Next, we quote the Kuhn-Tucker Theorem, as given in [8, Corollary 28.3.1].

Lemma 3.3 (Kuhn-Tucker theorem). Let the functions fi : Rn → R, i = 0, . . . ,m, be differ-
entiable, where fi is convex for i = 0, . . . ,r and fi is affine for i = r + 1, . . . ,m. Consider the
extremal problem

(P)

min f0(z) (3.12)

subject to constrains f1(z) ≤ 0, . . . , fr(z) ≤ 0, fr+1(z) = 0, . . . , fm(z) = 0. Suppose that the
optimal value in (P) is not −∞ and (P) has at least one feasible solution, which satisfies
all the inequality constrains for i= 1, . . . ,r with strict inequality. Then z is a solution of (P) if
and only if there exists numbers λ := (λ1, . . . ,λm) which together with z satisfy the following:

(a) λi ≥ 0, fi(z)≤ 0 and λi fi(z)= 0, i= 1, . . . ,r,
(b) fi(z)= 0 for i= r +1, . . . ,m,
(c) grad f0(z) +

∑m
i=1 λi grad fi(z)= 0.

Clearly, if the system (a), (b), and (c) has a unique solution (z,λ), then z is the unique
solution of the problem (P).
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Now we turn to the problem (3.9). In the notations of Lemma 3.3 we have n= d +1,
m= r = 2d+3 (and thus, in particular, (b) becomes void), z= (a,Z),

f0(a,Z)=−Z,
f1(a,Z)=−Z,

fi+1(a,Z)= 2xiai + y2i Z− x2i (i= 1, . . . ,d),

fd+2(a,Z)=−2
(
1−

d∑
i=1

xi

) d∑
i=1

ai +Z

( d∑
i=1

yi

)2

−
(
1−

d∑
i=1

xi

)2

,

fd+2+ j(a,Z)= aj − xj ( j = 1, . . . ,d),

f2d+3(a,Z)=
d∑
i=1

xi− 1−
d∑
i=1

ai.

(3.13)

Differentiation with respect to z gives

grad f0 = grad f1 = (0, . . . ,0,−1),
grad f2 =

(
2x1,0, . . . ,0, y21

)
,

...

grad fd+1 =
(
0, . . . ,0,2xd, y2d

)
,

grad fd+2 =
(
− 2

(
1−

d∑
i=1

xi

)
, . . . ,−2

(
1−

d∑
i=1

xi

)
,

( d∑
i=1

yi

)2)
,

grad fd+3 = (1,0, . . . ,0,0),

...

grad f2d+2 = (0, . . . ,0,1,0),

grad f2d+3 = (−1,−1, . . . ,−1,0).

(3.14)

Thus in problem (3.9) the system (a), (b), and (c) in (z,λ)= (a1, . . . ,ad,Z,λ1, . . . ,λ2d+3)
becomes

λi ≥ 0, i= 1, . . . ,2d+3, (3.15)

Z ≥ 0, (3.16)

2xiai + y2i Z− x2i ≤ 0, i= 1, . . . ,d, (3.17)

−2
(
1−

d∑
i=1

xi

) d∑
i=1

ai +Z

( d∑
i=1

yi

)2

−
(
1−

d∑
i=1

xi

)2

≤ 0, (3.18)

ai− xi ≤ 0, i= 1, . . . ,d, (3.19)

d∑
i=1

xi−
d∑
i=1

ai− 1≤ 0, (3.20)

λ1Z = 0, (3.21)
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λi+1
(
2xiai + y2i Z− x2i

)= 0, i= 1, . . . ,d, (3.22)

λd+2

[
− 2

(
1−

d∑
i=1

xi

) d∑
i=1

ai +Z

( d∑
i=1

yi

)2

−
(
1−

d∑
i=1

xi

)2]
= 0, (3.23)

λd+2+i
(
ai− xi

)= 0, i= 1, . . . ,d, (3.24)

λ2d+3

( d∑
i=1

xi−
d∑
i=1

ai− 1

)
= 0, (3.25)

2λi+1xi− 2λd+2

(
1−

d∑
i=1

xi

)
+ λd+2+i− λ2d+3 = 0, i= 1, . . . ,d, (3.26)

−1− λ1 +
d∑
i=1

λi+1y
2
i + λd+2

( d∑
i=1

yi

)2

= 0. (3.27)

If xj = aj for some j ∈ {1, . . . ,d}, then from (3.17) we get x2j + y2j Z ≤ 0, hence xj = 0, a
contradiction in view of x ∈ int∆.

Similarly, if
∑d

i=1 ai =
∑d

i=1 xi− 1 it follows from (3.18) that 1−∑d
i=1 xi = 0.

Therefore, from (3.24) and (3.25), λd+2+i = 0 for i= 1, . . . ,d+1.
Now from these we will show that λ2 > 0, . . . ,λd+2 > 0. Indeed, if λd+2 were 0, then from

(3.26) (due to xi > 0, i= 1, . . . ,d) it follows that λi+1 = 0, i= 1, . . . ,d and then from (3.27)
λ1 =−1, which contradicts (3.15). So, λd+2 > 0. Hence (3.26) leads to

λi+1 = 1−∑d
i=1 xi

xi
λd+2 > 0, for i= 1, . . . ,d, (3.28)

as stated. Then from (3.22)

ai = x2i − y2i Z

2xi
, for i= 1, . . . ,d. (3.29)

We substitute these expressions in (3.23) and derive

Z = 1∑d
i=1

(
y2i /xi

)
+
(∑d

i=1 yi
)2
/
(
1−∑d

i=1 xi
) . (3.30)

Note that Z > 0 since x ∈ int∆ and |y| = 1. Hence, from (3.21), λ1 = 0. Substituting (3.28)
in (3.27) yields

λd+2 = 1(∑d
i=1 yi

)2
+
(
1−∑d

i=1 xi
)∑d

i=1
(
y2i /xi

) . (3.31)

This immediately implies the corresponding explicit formulas for λi+1, i= 1, . . . ,d.
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So, if the system (3.15)–(3.27) has a solution, it is unique. We have to check whether
the so determined a1, . . . ,ad, Z, λ1, . . . ,λ2d+3 really solve (3.15)–(3.27).

From the considerations until now it is clear that (3.15)–(3.18) and (3.21)–(3.27) are
satisfied. It remains to consider (3.19) and (3.20).

By (3.29), inequalities (3.19) are equivalent to

xi− ai = x2i + y2i Z

2xi
≥ 0, i= 1, . . . ,d, (3.32)

which hold true, because Z > 0.
To prove that (3.20) holds, we substitute the values (3.29) for ai, i = 1, . . . ,d, which

gives

Z
d∑
i=1

y2i
xi
≤ 2−

d∑
i=1

xi. (3.33)

Substituting formula (3.30) for Z, the left-hand side is seen to remain below 1, while
the right-hand side exceeds 1, provided x ∈ int∆. Thus also (3.20) holds true.

So, the optimal solution of the problem (3.9) isZ as given in (3.30). Clearly, E(∆,x,y)=√
Z, and Lemma 3.1 follows. �

Theorem 3.4. Let pn ∈�d
n. Then for every x ∈ int∆ and y ∈ Sd−1,

∣∣Dy pn(x)
∣∣≤ n

√∥∥pn∥∥2C(∆)− p2n(x)

E(∆,x,y)
, (3.34)

where E(∆,x,y) is as given in (3.5).

Proof. According to Lemma 3.1, the ellipse (2.1) with the parameter b = E(∆,x,y) from
(3.5) belongs to ∆. Hence the method of inscribed ellipses (cf. Lemma 2.1) gives (3.34).
Theorem 3.4 is proved. �

4. Comparisons and improvements for the standard triangle

In this section, we restrict ourselves to the case d = 2. First, we see that estimate (3.34) is
better than (2.18) when K = ∆.

We denote the vertices of ∆ by O = (0,0), A= (1,0), B = (0,1), and the centroid (i.e.,
mass point) of ∆ byM = (1/3,1/3).

A calculation shows that 1−α(∆,x)= 2r(x), with

r := r(x) :=min
{
x1,x2,1− x1− x2

}=


x1, x∈OMB,

x2, x∈OMA,

1− x1− x2, x∈AMB,

(4.1)
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and if y = (cosϕ, sinϕ) (0≤ ϕ≤ π), then

τ(∆,y)=




1
y1 + y2

, ϕ∈
[
0,
π

2

]
,

1
y2
, ϕ∈

(
π

2
,
3π
4

]
,

− 1
y1
, ϕ∈

(
3π
4
,π
]
.

(4.2)

Theorem 4.1. The inequality

1
E(∆,x,y)

≤ 2
τ(∆,y)

√
1−α(∆,x)

(4.3)

holds true for every x ∈ int∆ and y ∈ S1. The equality occurs if and only if
(a) x ∈ (OM), y = (−√2/2,√2/2);
(b) x ∈ (AM), y = (0,1);
(c) x ∈ (BM), y = (1,0);
(d) x =M, y ∈ {(0,1),(1,0),(−√2/2,√2/2)}.

Proof. Combining (3.5) and (4.1), inequality (4.3) can be written in the equivalent form:

3∑
i=1

pi(x)qi(y)≤ 2
τ2(∆,y)

, (4.4)

where

(
p1(x), p2(x), p3(x)

)
:= r(x)

(
1
x1
,
1
x2
,

1
1− x1− x2

)
,

(
q1(y),q2(y),q3(y)

)
:=

(
y21, y

2
2,
(
y1 + y2

)2)
.

(4.5)

Note that pi(x)≤ 1 for all x ∈ int∆ and i= 1,2,3. Hence,

3∑
i=1

pi(x)qi(y)≤
3∑
i=1

qi(y). (4.6)

Now the validity of (4.4) will follow from

3∑
i=1

qi(y)≤ 2
τ2(∆,y)

. (4.7)

Depending on ϕ, (4.7) is equivalent to y1y2 ≥ 0 if ϕ ∈ [0,π/2] or y1(y1 + y2) ≤ 0 if ϕ ∈
(π/2,3π/4] or y2(y1 + y2)≤ 0 if ϕ∈ (3π/4,π]. It is easily seen that these inequalities hold
true. Moreover, (4.7) is an equality if and only if y ∈ {(0,1),(1,0),(−√2/2,√2/2)}.

It remains only to characterize the cases when (4.4) is an equality. This means that
both (4.6) and (4.7) are equalities.
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If x is an interior point for some of the trianglesOMA,OMB, andAMB, then pi(x) < 1
for all i, hence (4.6) is a strict inequality.

If x ∈ (OM), then p1(x) = p2(x) = 1 and p3(x) < 1. So, (4.6) can be equality only if
q3(y)= 0, that is, y = (−√2/2,√2/2). In the latter case also (4.7) is an equality. Similarly,
one can prove statements (b) and (c). Finally, if x =M, then p1 = p2 = p3 = 1 and (4.4)
is an equality if and only if y ∈ {(0,1),(1,0),(−√2/2,√2/2)}. Theorem 4.1 is proved. �

In the next theorem we give a new estimation for Dpn(x).

Theorem 4.2. Let pn ∈�2
n. Then for every x ∈ int∆,

∣∣Dpn(x)
∣∣
2 ≤ nE(x)

√∥∥pn∥∥2C(∆)− p2n(x), (4.8)

where

E(x)=
√√√√x1

(
1− x1

)
+ x2

(
1− x2

)
+D(x)

2x1x2
(
1− x1− x2

) (4.9)

with

D(x)=
√[

x1
(
1− x1

)
+ x2

(
1− x2

)]2− 4x1x2
(
1− x1− x2

)
. (4.10)

Remark 4.3. The inequality

[
x1
(
1− x1

)
+ x2

(
1− x2

)]2− 4x1x2
(
1− x1− x2

)
>
[
x1
(
1− x1

)− x2
(
1− x2

)]2
(4.11)

holds true for x ∈ int∆, hence D(x) > 0.

Proof of Theorem 4.2. Clearly, the inscribed ellipse method from Section 2 implies

∣∣Dpn(x)
∣∣
2 ≤ nE(x)

√∥∥pn∥∥2C(∆)− p2n(x), (4.12)

where

E(x) := 1
E(∆,x)

. (4.13)

It remains to prove the explicit representation (4.9) for E(x). From (3.5),

1
E2(∆,x,y)

= y21
x1

+
y22
x2

+

(
y1 + y2

)2
1− x1− x2

= yTPy
x1x2

(
1− x1− x2

) , (4.14)

where

P =
[
x2
(
1− x2

)
x1x2

x1x2 x1
(
1− x1

)
]
. (4.15)

Since P is a positive definite symmetric matrix, it follows that

max
{
yTPy : |y| = 1

}= λ1, (4.16)

where λ1 is the largest eigenvalue of P.



L. B. Milev and Sz. Gy. Révész 157

Now, a computation gives

λ1 = 1
2

[
x1
(
1− x1

)
+ x2

(
1− x2

)
+D(x)

]
, (4.17)

which implies (4.9). Theorem 4.2 is proved. �

In the next theorem we improve Theorem 2.7 for K = ∆.

Theorem 4.4. Let pn ∈�2
n and ‖pn‖C(∆) = 1. Then for every x ∈ int∆,

∣∣Dpn(x)
∣∣
2 ≤

√
3n
√∥∥pn∥∥2C(∆)− p2n(x)

w(∆)
√
1−α(∆,x)

. (4.18)

Proof. According to Theorem 4.2, it suffices to prove

E(x)≤
√
3

w(∆)
√
1−α(∆,x)

, x ∈ int∆. (4.19)

Since w(∆)=√2/2, this is equivalent to

E2(x)
(
1−α(∆,x)

)≤ 6, for x ∈ int∆. (4.20)

We set besides (4.1) also

u= x1
(
1− x1

)
, v = x2

(
1− x2

)
, w = x1x2

(
1− x1− x2

)
r

. (4.21)

Then (4.20) can be rewritten as

u+ v+
√
(u+ v)2− 4rw ≤ 6w. (4.22)

Since 6w− (u+ v)≥ 0, we arrive at the inequality

w
[
9w− 3(u+ v) + r

]≥ 0. (4.23)

To prove (4.23), we define the numbers p and q by

{p,q,w} := {
x1
(
1− x1− x2

)
,x2

(
1− x1− x2

)
,x1x2

}
. (4.24)

Note thatw ≥ p andw ≥ q. It is seen that u+ v ≤ 2w+ p+ q and rw = pq/r ≥ 3pq. Hence,
w[9w− 3(u+ v) + r]≥ 3(w− p)(w− q)≥ 0. Theorem 4.4 is proved. �

Remark 4.5. The constant 6 in inequality (4.20) cannot be replaced by smaller one, since
E2(M)(1−α(∆,M))= 6.

In the next theorem we present the estimation corresponding to 1−α2(∆,x).

Theorem 4.6. Let pn ∈�2
n and ‖pn‖C(∆) = 1. Then for every x ∈ int∆,

∣∣Dpn(x)
∣∣
2 ≤

√
3+
√
5n
√∥∥pn∥∥2C(∆)− p2n(x)

w(∆)
√
1−α2(∆,x)

. (4.25)
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Remark 4.7. This improves the constant in Theorem 2.7 but falls short of Conjecture 2.8,
since 2

√
2= 2.8284··· >

√
3+
√
5= 2.2882··· > 2.

Proof. Arguing as in Theorem 4.4, it suffices to prove that

E2(x)
(
1−α2(∆,x)

)≤ 2(3+
√
5), for x ∈ int∆. (4.26)

Note first that

1−α2(∆,x)=



4x1

(
1− x1

)
, x ∈OMB,

4x2
(
1− x2

)
, x ∈OMA,

4
(
x1 + x2

)(
1− x1− x2

)
, x ∈AMB.

(4.27)

Let u, v, w, and r be as in Theorem 4.4. Set c := 3+
√
5. Then (4.26) is equivalent to

(
u+v+

√
(u+v)2−4rw

)
(1−r)≤cw⇐⇒ f (x) :=c2w−2c(u+v)(1−r)+4r(1−r)2≥0.

(4.28)

For β ∈ [0,1/3] we consider the line segments

[
Oβ,Bβ

]= {
(β, t) : β ≤ t ≤ 1− 2β

}
,[

Oβ,Aβ
]= {

(t,β) : β ≤ t ≤ 1− 2β
}
,[

Aβ,Bβ
]= {

(t,1−β− t) : β ≤ t ≤ 1− 2β
}
.

(4.29)

We will prove that for every β ∈ [0,1/3], f (x)≥ 0 on these segments.
(1) Let x = (β, t)∈ [Oβ,Bβ]. We have

u= β(1−β), v = t(1− t), r = β, w = t(1−β− t). (4.30)

Hence

f (x)= g(t) := [
2c(1−β)− c2

]
t2 + c(c− 2)(1−β)t+β(1−β)2(4− 2c). (4.31)

The leading coefficient of g is negative, so it is sufficient to show that g(β)≥ 0 and g(1−
2β)≥ 0. We have g(β)= β[c− 2(1−β)][(1−β)(c− 2)− cβ]. Since

c− 2
c

≥ β

1−β
for every β ∈

[
0,
1
3

]
, (4.32)

it follows that g(β)≥ 0. Next we compute

g(1− 2β)= (4− 10c)β3− 2
(
c2− 8c+4

)
β2 +

(
c2− 6c+4

)
β. (4.33)

Using c2 = 6c− 4 we get

g(1− 2β)= 2β2
[
(2− 5c)β+2c

]≥ 0 for every β ∈
[
0,
1
3

]
. (4.34)
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(2) Let x = (t,β)∈ [Oβ,Aβ]. Then

u= t(1− t), v = β(1−β), r = β, w = t(1− t−β) (4.35)

and f (x)= g(t) is the same as in case (1).
(3) Let x = (t,1−β− t)∈ [Aβ,Bβ]. Then

u= t(1− t), v = (t+β)(1− t−β), r = β, w = t(1−β− t),

f (x)= h(t) := [
4c(1−β)− c2

]
t2 + c(1−β)

[
c− 4(1−β)

]
t+2β(1−β)2(2− c).

(4.36)

Since the leading coefficient is negative and, by continuity from cases (1) and (2), h(β)=
f (Bβ)≥ 0 and h(1− 2β)= f (Aβ)≥ 0, we conclude that f (x)≥0 on [Aβ,Bβ]. Theorem 4.6
is proved. �

Remarks 4.8. (1) The constant in (4.26) cannot be replaced by a smaller one. To prove
this, we consider

(BM)=
{
(t,1− 2t) : 0 < t <

1
3

}
. (4.37)

If x ∈ (BM), then

E2(x)= 3− 5t+
√
25t2− 22t+5

2t(1− 2t)
,

1−α2(∆,x)= 4t(1− t).
(4.38)

Hence

E2(x)
(
1−α2(∆,x)

)= 2(1− t)
(
3− 5t+

√
25t2− 22t+5

)
1− 2t

,

lim
x→B,x∈(BM)

E2(x)
(
1−α2(∆,x)

)= 2(3+
√
5).

(4.39)

(2) limx→B E2(x)(1−α2(∆,x)) does not exist. This can be seen calculating limits on the
intervals (B,Ek), where Ek = (1/k,0)∈ (OA) (k > 1). We skip the details.

(3) Observe that Theorems 4.2, 4.4, and 4.6 show that not even the exact yield of the
inscribed ellipse method can reach Conjecture 2.8.

5. Lower estimations by ridge functions

We consider the following question. All known lower estimates for the Bernstein factors
used some kind of ridge polynomials, that is, polynomials composed from a linear form
and some (in fact, a Chebyshev) polynomial. Can one sharpen these lower estimates to
the extent that Conjecture 2.8 will be disproved?

Recall that in a normed space X the support function of K ⊂ X is h(K ,v∗) := supK v
∗

(v∗ ∈ X∗), and the width of K in direction v∗ ∈ S∗ := {v∗ ∈ X∗ : ‖v∗‖ = 1} is
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w(K ,v∗) := h(K ,v∗) +h(K ,−v∗). Ridge polynomials � are defined as

�n :=
{
p ∈� : p(x)= P

(
L(x)

)
, L∈ X∗, P ∈�1

n

}
, � :=

∞⋃
n=1

�n. (5.1)

We denote for any v∗ ∈ S∗ the linear expression

t(x) := t
(
K ,v∗,x

)
:= 2

〈
v∗,x

〉−h
(
K ,v∗

)
+h

(
K ,−v∗)

w
(
K ,v∗

) . (5.2)

In the following we assume, as we may, that ridge polynomials are expressed by using
some L(x)= t(K ,v∗,x).

Definition 5.1. For any n∈N the corresponding “ridge Bernstein constant” is

Cn(K ,x,y) := 1
n

sup
R∈�n,|R(x)|<‖R‖C(K)

∣∣〈DR(x),y〉∣∣√
‖R‖2C(K)−R2(x)

. (5.3)

Theorem 5.2. For every convex body K and x ∈ intK , y ∈ S∗, it holds that

Cn(K ,x,y)≤ 2
τ(K ,y)

1√
1−α2(K ,x)

. (5.4)

Proof. By the chain rule we have for any R∈�n, R= P(t(x)), the formula

∣∣〈DR(x),y〉∣∣=
∣∣∣∣P′(t(x)) 2

w
(
K ,v∗

)〈v∗,y〉
∣∣∣∣≤ 2

τ(K ,y)

∣∣P′(t(x))∣∣. (5.5)

Applying the Bernstein-Szegő inequality for s∈ (−1,1), we get∣∣P′(s)∣∣√
‖P‖2C[−1,1]−P2(s)

≤ n√
1− s2

. (5.6)

Note that for Tn, the classical Chebyshev polynomial of degree n, (and only for that) this
last inequality is sharp. Putting s := t(x) and combining the previous two inequalities, we
are led to

1
n

∣∣〈DR(x),y〉∣∣√
‖R‖2C(K)−R(x)

≤ 2
τ(K ,y)

1√
1− t2

(
K ,v∗,x

) . (5.7)

Taking supremum with respect to v∗ ∈ S∗ on the right-hand side, we obtain a bound in-
dependent of v∗. In fact, according to [7, Proposition 4.1], the supremum is a maximum
and is equal to (2/τ(K ,y))(1/

√
1−α2(K ,x)). Thus taking supremum also on the left-hand

side, Theorem 5.2 follows. �

It follows from the definitions and Lemma 2.1 that

Cn(K ,x,y)≤ Bn(K ,x,y)≤ 1
E(K ,x,y)

. (5.8)

For the case of the standard simplex we will prove a converse inequality.
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Theorem 5.3. For every x ∈ int∆ and y ∈ Sd−1, the following inequality holds:

1
E(∆,x,y)

≤
√
dCn(∆,x,y). (5.9)

Proof. Let

v∗i := (0, . . . ,0,1,0, . . . ,0), i= 1, . . . ,d, (5.10)

be the ith unit vector in Rd and

v∗d+1 :=
1√
d
(1,1, . . . ,1). (5.11)

We denote

Tn
(
K ,v∗,x

)
:= Tn

(
t(x)

)
(5.12)

and define

C(i)
n (∆,x,y) := 1

n

∣∣DyTn
(
K ,v∗i ,x

)∣∣√
1−T2

n

(
K ,v∗i ,x

) , i= 1, . . . ,d+1. (5.13)

A computation gives

C(i)
n (∆,x,y)=

∣∣yi∣∣√
xi
(
1− xi

) , i= 1, . . . ,d,

C(d+1)
n (∆,x,y)=

∣∣∑d
i=1 yi

∣∣√∑d
i=1 xi

(
1−∑d

i=1 xi
) .

(5.14)

Hence, from (3.5),

1
E(∆,x,y)

=

√√√√√ d∑
i=1

(
1− xi

)[
C(i)
n (∆,x,y)

]2
+

d∑
i=1

xi
[
C(d+1)
n (∆,x,y)

]2

≤
√
d max
i=1,...,d+1

C(i)
n (∆,x,y)≤

√
dCn(∆,x,y).

(5.15)

Theorem 5.3 is proved. �

Corollary 5.4. For every x ∈ int∆ and y ∈ Sd−1, it holds that

1≤ Bn(∆,x,y)
Cn(∆,x,y)

≤
√
d, 1≤ Bn(∆,x)

Cn(∆,x)
≤
√
d. (5.16)

Note that in [4] it is proved that for every x0 ∈ intK there is a direction y0 and a ridge
polynomial Tn(K ,v∗0 ,x) such that

1
n

Dy0Tn
(
K ,v∗0 ,x

)
√
1−Tn

(
K ,v∗0 ,x

)2 = 2

τ
(
K ,y0

)√
1−α2

(
K ,x0

) . (5.17)
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Consequently,

Cn
(
K ,x0,y0

)≥ 2

τ
(
K ,y0

)√
1−α2

(
K ,x0

) . (5.18)

Hence, for every x0 ∈ intK there is a y0 such that

Bn
(
K ,x0,y0

)
Cn

(
K ,x0,y0

) ≤√2. (5.19)

Comparing this with Corollary 5.4, we see that (for the case of the simplex) the latter
ratio remains uniformly bounded for all x and y.
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